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Abstract

Solid-state spin systems form an increasingly impactful quantum sensing platform. Atomic-scale defects in diamond called nitrogen-vacancy (NV) centers offer high-resolution magnetic sensing and imaging under ambient conditions. NV-based magnetometers have found broad utility thanks to long spin lifetimes at room temperature, coherent microwave spin manipulation, and optical spin-state initialization and readout. Their applications span pure and applied sciences, including condensed matter physics, neuroscience and living systems biology, nuclear magnetic resonance, Earth and planetary science, and industrial vector magnetometry.

In this work, we employ ensembles of NV centers for high-sensitivity, broadband magnetic sensing and imaging. We present three experiments, which share a common principal application of time-resolved magnetic field detection from firing neurons. For each experiment, we implement novel techniques to improve magnetometer performance, optimizing a different variant of the DC magnetic field sensitivity. Among solid-state spin-based sensors, these devices demonstrate record sensitivities to broadband magnetic signals. Nonetheless, the achieved sensitivities remain orders of magnitude away from theoretical limits. Primary obstacles include optical readout fidelities far from unity and typical NV-ensemble dephasing times $T_2^*$ thousands of times shorter than spin lifetimes $T_1$. We therefore investigate techniques for improving these key parameters to enable considerable sensitivity enhancements. We develop a strategy for extending $T_2^*$ in NV-rich diamonds, which could in turn make exotic techniques to increase readout fidelity more practical. Moreover, we identify methods to optimize diamond fabrication and treatment, and we highlight where further materials science research is warranted. In short, this work demonstrates advances in NV-ensemble magnetic sensing and establishes a basis for further sensitivity improvements, perhaps even inspiring new innovations to approach fundamental limits.
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Chapter 1

Introduction

1.1 Magnetometry with ensemble NV-diamond

Quantum sensors encompass a diverse class of devices that exploit quantum coherence to detect weak or nanoscale signals. As their behavior is tied to physical constants, quantum devices can achieve accuracy, repeatability, and precision approaching fundamental limits [1]. As a result, these sensors have shown utility in a wide range of applications spanning both pure and applied science [2]. A rapidly emerging quantum sensing platform employs atomic-scale defects in crystals. In particular, magnetometry using nitrogen vacancy (NV) color centers in diamond has garnered increasing interest.

The use of NV centers as magnetic field sensors was first proposed [3, 4] and demonstrated with single NVs [5, 6] and NV ensembles [7] circa 2008. In the decade following, both single- and ensemble-NV-diamond magnetometers [8, 9] have found use in applications spanning condensed matter physics [10], neuroscience and living systems biology [11, 12], nuclear magnetic resonance (NMR) [12], Earth and planetary science [13], and industrial vector magnetometry [14].

Solid-state defects such as NV centers exhibit quantum properties similar to traditional atomic systems yet confer technical and logistical advantages for sensing applications. NVs are point defects composed of a substitutional nitrogen fixed adjacent to a vacancy within the rigid carbon lattice (see Figure 1.1.1a). Each NV
Figure 1.1.1: Overview of the NV$^-$ center quantum system. a) Diagram of diamond’s carbon lattice containing a nitrogen vacancy (NV) center, which consists of a substitutional nitrogen adjacent to a lattice vacancy. b) Energy level diagram for the negatively charged NV$^-$ center in diamond, with zero-field splitting $D$ between the ground-state electronic spin levels $m_s = 0$ and $m_s = \pm 1$. The $m_s = \pm 1$ energy levels experience a Zeeman shift in the presence of a magnetic field $\vec{B}$, which forms the basis for NV$^-$ magnetometry.
center’s symmetry axis is constrained to lie along one of the four [111] crystallo-
graphic directions. While NVs are observed to exist in three charge states (NV\(^-\), NV\(^0\) and NV\(^+\)), the negatively charged NV\(^-\) center is favored for quantum sensing and quantum information applications [8]. The NV\(^-\) defect exhibits a spin-1 triplet electronic ground state with long spin lifetimes at room temperature: longitudinal relaxation times \(T_1 \approx 6\) ms [15, 16] are typical and coherence times \(T_2\) up to a few ms are achievable [17]. The defect’s spin energy levels are sensitive to magnetic fields, electric fields, strain, and temperature variations [8], allowing NV\(^-\) to operate as a multi-modal sensor. Coherent spin control is achieved by application of resonant microwaves (MWs) near 2.87 GHz. Upon optical excitation, a spin-state-dependent intersystem crossing [18, 19] combined with decay through a primarily non-radiative pathway allows for both spin-state-dependent fluorescence contrast and optical spin initialization into the NV\(^-\) center’s \(m_s = 0\) ground state (see Figure 1.1.1b).

Relative to alternative technologies [14], sensors employing NV\(^-\) centers excel in technical simplicity and spatial resolution [20, 21, 22]. Such devices may operate as broadband sensors with bandwidths up to \(\sim 100\) kHz [23, 24, 25] or as high frequency detectors for signals up to \(\sim\) GHz [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 10, 38, 39, 40]. Importantly, effective optical initialization and readout of NV\(^-\) spins does not require narrow-linewidth lasers; rather, a single free-running 532 nm solid-state laser is sufficient. NV-diamond sensors operate at ambient temperatures, pressures, and magnetic fields, and thus require no cryogenics, vacuum systems, or large applied bias fields. Furthermore, diamond is chemically inert, making NV\(^-\) devices biocompatible. These properties allow sensors to be placed within \(\sim 1\) nm of field sources [33], which enables magnetic field imaging with nanometer-scale spatial resolution [20, 21, 22]. NV-diamond sensors are also operationally robust and may function at pressures up to 60 GPa [41, 42, 43] and temperatures from cryogenic to 700 K [44, 45, 46].

Although single NV\(^-\) centers find numerous applications in ultra-high-resolution sensing due to their angstrom-scale size [6, 5, 10], sensors employing ensembles of NV\(^-\) centers provide improved signal-to-noise ratio (SNR) at the cost of spatial resolution by virtue of statistical averaging over multiple spins [3, 7]. Diamonds may be
engineered to contain concentrations of NV- centers as high as $10^{19}$ cm$^{-3}$ [47], which facilitates high-sensitivity measurements from single-channel bulk detectors as well as wide-field parallel magnetic imaging [3, 48, 49, 31, 50, 51, 52, 53]. These engineered diamonds typically contain NV- centers with symmetry axes distributed along all four crystallographic orientations, each sensitive to a different magnetic field component; thus, ensemble-NV- devices provide full vector magnetic field sensing without heading errors or dead zones [54, 48, 49, 50, 25]. NV- centers have also been employed for high-sensitivity imaging of temperature [55], strain, and electric fields [56, 57]. Recent examples of ensemble-NV- sensing applications include optical magnetic detection of single-neuron action potentials [24]; magnetic imaging of living cells [50, 31], malarial hemozoin [53], and biological tissue with subcellular resolution [52]; nanoscale thermometry [55, 58]; single protein detection [59, 32]; nanoscale and micron-scale NMR [60, 61, 62, 63, 64, 65, 66, 67]; and the study of meteorite composition [68] and paleomagnetism [13, 69].

Despite demonstrated utility in a number of applications, the present performance of ensemble-NV- sensors remains far from theoretical limits. Even the best demonstrated ensemble-based devices exhibit readout fidelities of $\sim 0.01$ [70], $\sim 100\times$ worse than the spin projection limit. Additionally, reported dephasing times $T_2^*$ in NV-rich diamonds remain 100 to 1000$\times$ shorter than the theoretical maximum of $2T_1$ [71, 72]. As a result, whereas present state-of-the-art ensemble-NV- magnetometers exhibit pT/$\sqrt{Hz}$-level sensitivities, competing technologies such as superconducting quantum interference devices (SQUIDs) and spin-exchange relaxation-free (SERF) magnetometers exhibit sensitivities at the fT/$\sqrt{Hz}$-level and below [73]. This $\sim 1000\times$ sensitivity discrepancy corresponds to a $\sim 10^6\times$ increase in required averaging time, which precludes many envisioned applications. For example, the sensing times required to detect weak static signals with an NV-diamond sensor may be unacceptably long; e.g., biological systems may have only short-term viability. In addition, many applications, such as spontaneous event detection and time-resolved sensing of dynamic processes [74, 34], are incompatible with signal averaging. Realizing NV-diamond magnetometers with improved sensitivity could enable a new
class of scientific and industrial applications poorly matched to bulkier SQUID and vapor-cell technologies. Examples include noninvasive, real-time magnetic imaging of neuronal circuit dynamics [24], high throughput nanoscale and micron-scale NMR spectroscopy [75, 61, 65], nuclear quadrupole resonance (NQR) [76], human magnetoencephalography (MEG) [77], subcellular magnetic resonance imaging (MRI) of dynamic processes, precision metrology, and tests of fundamental physics [78, 79].

This dissertation accordingly focuses on optimization of the sensitivity and performance of broadband magnetic sensors and imagers based on ensembles of NV-centers in diamond. We identify biocurrent detection and imaging in neurons and other electrically active cells as a primary application of NV-based sensors and we demonstrate the first optical magnetic detection of single-neuron action potentials using a record-sensitivity broadband magnetometer. We introduce full vector magnetic field detection as an important additional capability for ensemble NV-devices and demonstrate a simultaneous vector magnetometry technique to enable fast time-resolved sensing of all vector field components. We then turn our focus to the chief bottleneck for applications of broadband ensemble-NV-magnetometers: sensitivity. We identify existing sensitivity limitations and provide a broad literature review and in-depth analysis of present and proposed methods for optimizing magnetic field sensitivity. We analyze techniques to improve NV-spin phase coherence and spin readout fidelity in existing diamonds as well as methods to improve the quality and consistency of the diamond material properties. We combine this updated understanding of sensitivity optimization with work developing a high-speed Ramsey magnetic imager to demonstrate steps toward realizing a next-generation device for neuroimaging and other broadband magnetic sensing applications.
1.2 This work

1.2.1 Organization of this dissertation

This chapter provides background on NV$^-$ centers in diamond and gives particular focus to their use as sensors of static (DC) or broadband magnetic fields. The mathematical formalism governing spins in static and oscillating magnetic fields is introduced, and the sensitivity of a Ramsey-based magnetometer in the presence of quantum spin projection noise and photon shot noise is derived. Alternatives protocols to Ramsey magnetometry are introduced and their sensitivity limitations are highlighted. Finally, the parameters currently limiting the achievable sensitivity of Ramsey-based NV$^-$ magnetic sensors are scrutinized.

Chapter 2 identifies the inhomogeneous dephasing time, $T_2^*$, as a key parameter limiting DC and broadband ensemble-NV$^-$ magnetic sensitivity. The factors contributing to the value of $T_2^*$ are examined. Furthermore, the particular contributions of various spin species in diamond to $T_2^*$ (and also, where relevant, the coherence time $T_2$) are quantified.

Chapters 3-7 focus on optimizing NV-diamond magnetometer performance given different initial goals and constraints. Across all of these chapters, we assume applications require ambient-temperature magnetometer operation. In addition, signals are assumed to be low-magnitude magnetic fields containing broadband frequency information from DC up to several kHz (or at most 100 kHz). Therefore, high sensitivity and high bandwidth are primary goals for all of these chapters.

The techniques considered and implemented in the following chapters diverge, though, as different additional goals and constrains are applied in each. Chapter 3 describes a first experiment employing a high-sensitivity ensemble-NV$^-$ magnetometer to the detection of the tiny and fleeting magnetic fields produced by the firing of individual neurons. In this work, our goal is time-resolved detection of single-neuron action potentials from giant axons. In this project, high magnetic field sensitivity from DC to $\sim$ kHz is desired. Because the goal is single-channel detection rather than magnetic field imaging, high spatial resolution is not required. Furthermore,
as the magnetic field source may be placed with a fixed orientation relative to the
diamond, sensing of a single magnetic field component rather than the full field vector
is sufficient. In this case, the relevant figure of merit is the signal-to-noise ratio
(SNR) in a given measurement time for a pre-determined magnetic field component.
In other words, we aim to optimize the magnetic field sensitivity $\eta$ for the chosen
field component. Considering the finite optical and MW power as well as additional
constraints set by the diamond material and the signal source’s spatial dimensions, we
choose to implement a modulated variant of the NV$^-$ magnetometry protocol called
continuous-wave optically detected magnetic resonance (CW-ODMR), and we achieve
a record NV$^-$ magnetic field sensitivity of $\eta \approx 15 \text{ pT}/\sqrt{\text{Hz}}$ from 80 Hz to $\sim 3 \text{ kHz}$. The
techniques employed to reach this nearly-shot-noise-limited sensitivity are discussed
in detail.

Chapter 4 describes a second experimental work, demonstrating a novel technique
for high-speed vector magnetometry employing the four NV$^-$ crystallographic orienta-
tion classes in diamond. Relative to the performance goals of the previous chapter,
here an additional requirement is introduced that all components of the magnetic
field vector be reconstructed with high SNR in a short period of time, to allow high-
speed vector field sensing. In this case, the relevant figures of merit become the rate of
full vector-field measurements and the SNR along the worst-sensitivity field direction.
In other words, we aim to minimize $\max\{\eta_x, \eta_y, \eta_z\}$. We therefore experimentally
implement a new technique to simultaneously record all Cartesian field components
using a CW-ODMR variant combining multi-tone MW addressing of the four NV$^-$
orientations and multi-channel lock-in detection. We achieve a record NV$^-$ vector
magnetic field sensitivity of $\max\{\eta_x, \eta_y, \eta_z\} = 57 \text{ pT}/\sqrt{\text{Hz}}$ from 5 to 200 Hz, and
we also demonstrate vector sensing with up to 12 kHz bandwidth. Finally, we de-
scribe a pulsed magnetometry extension of our scheme that could enable even higher
broadband sensitivity at the cost of some experimental complexity.

Chapter 5 shifts focus to a broadband imaging goal, where spatial resolution is
valued in addition to sensitivity. In this case, the relevant figure of merit is the mag-
etic field SNR in a given measurement time from a given volume of NV-diamond.
In other words, we seek to minimize the average volume-normalized magnetic field sensitivity \( \eta^V = \eta \sqrt{V} \) over a moderate field of view (50 \( \mu \)m to 1 mm on a side). Depending on the application, \( \eta^V \) for field projections along a pre-determined axis can be minimized, or for full vector magnetic imaging \( \max\{\eta_x, \eta_y, \eta_z\} \) can be minimized. In this chapter we concentrate on the former optimization goal. Not only should the average sensitivity over the image be high, but the sensitivity should be uniform to avoid dead zones in a magnetic field imager. Given these goals combined with finite optical power and diamond material constraints, we choose to employ a pulsed double-quantum Ramsey magnetometry technique. Pulsed magnetometry allows higher volume-normalized sensitivity than CW-ODMR (see Section 1.6.1), and double-quantum imaging allows uniform imaging sensitivity uncorrupted by intrinsic diamond strain. In this chapter we describe a new technique mitigating the effects of pulse errors on double-quantum Ramsey imaging, and we demonstrate broadband reconstruction of magnetic fields from currents in nontrivial structures. We then discuss next steps and future applications of ensemble-NV\(^-\) magnetic imaging devices to imaging of biocurrents in neurons and cardiomyocytes.

Chapter 6 is based upon the recognition that, even in the experimental implementations described in this dissertation, where ensemble-NV\(^-\) devices with record magnetic field sensitivity are demonstrated, the achieved sensitivities remain orders of magnitude away from theoretical limits. Therefore, this chapter explores strategies to extend spin dephasing times toward relaxation times \( T_1 \sim \text{ms} \) and to overcome the poor spin readout fidelities so far achieved for NV\(^-\) ensembles. We present a broad literature review of methods proposed and demonstrated in the literature for enhancing sensitivity of broadband ensemble-NV\(^-\) magnetometers. In particular, we analyze and evaluate experimental techniques from the past decade in the context of broadband ensemble-NV\(^-\) devices. The methods considered are divided into three general categories: techniques that endeavor to extend spin phase coherence \( (T_2^* \text{ and/or } T_2) \); those that aim to improve the spin readout fidelity, i.e., reduce the factor \( \sigma_R \) above spin-projection-noise-limited sensitivity; and miscellaneous other enhanced sensing techniques. We note that many of these techniques require engineering advances or
a high degree of experimental complexity. When realistic technical constraints are applied, such as low optical power or low bias field strength, even the most promising of these techniques can become impractical. However, many of the methods analyzed here represent the best ideas so far proposed or demonstrated in the NV\textsuperscript{-} magnetometry field to enable orders-of-magnitude improvements in magnetic field sensitivity, approaching fundamental limits.

While the majority of chapters in this dissertation consider the case where the diamond material itself is a magnetometer design constraint, Chapter 7 investigates strategies to optimize the fabrication and treatment of host diamond material in order to produce NV\textsuperscript{-}-rich diamonds more suitable for high-sensitivity ensemble-based magnetometry. We identify key parameters to be optimized, including the nitrogen-to-NV conversion efficiency and the charge state efficiency, (i.e, the fraction of NV centers in the useful negative charge state NV\textsuperscript{-}). We examine methods to increase these efficiencies and also to reduce unwanted paramagnetic defect concentrations and gradients in diamond crystal strain. We provide a brief history of the development of well-accepted methods for diamond growth and treatment, and we identify areas in diamond engineering and diamond materials science where further study is needed.

Chapter 8 combines the insights gleaned in the previous chapters and synthesizes a general strategy for designing and implementing ensemble-NV\textsuperscript{-} magnetometers with sensitivities approaching theoretical limits. In addition, an outlook is provided on areas where further study and development is merited. The appendices contain additional experimental details and analysis.

In summary, this dissertation aims to establish foundational principles and a clear reasoning strategy for those seeking to develop optimized magnetic field sensors based on ensembles of NV\textsuperscript{-} centers in diamond geared toward a range of applications. By laying this groundwork, we hope to stimulate development of new techniques that could further enhance solid-state sensor performance.
1.2.2 Publications

Much of the work presented in this dissertation has been previously published or submitted for publication.
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Works contributing in smaller part to this thesis:


Chapters 1, 2, 6, 7, and 8 reproduce and adapt material from the review article Ref. [80] and references contained therein. Chapter 3 is adapted from Ref. [24], and Chapter 4 is adapted from Ref. [25]. In addition, Sections 6.1.2 and 6.1.3, reproduced from Ref. [80], report on results from Ref. [81], and Section 7.4.2 contains material from the Appendix of Ref. [82].
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1.2.3 Co-worker contributions

The work comprising this thesis is strengthened by collaboration. Just as I have contributed to additional projects not presented in this dissertation [83, 84, 85], my research colleagues have made valuable contributions to my thesis work. Needless to say, my advisor Ron Walsworth oversaw all the projects contained in this dissertation. My co-workers’ contributions are summarized below.

The single-neuron sensing work presented in Chapter 3 [24] was undertaken jointly with John Barry and Matthew Turner. John led design and implementation of the magnetometer, and Matthew led the biology preparation and electrophysiology, with assistance from Yuyu Song. John, Matthew, and I participated equally in performing experiments, analyzing the data, and writing the paper. David Glenn contributed to conception of the experiment, and all co-authors commented on the manuscript.

While Chapter 3 focuses mainly on my particular contributions to this project, the work could not have existed without John and Matthew.

John, Matthew, and I also participated equally in conceiving the idea for the simultaneous vector magnetometry technique presented in Chapter 4 [25]. John led the initial experimental implementation. Matthew developed the back-end analysis code for converting detected ODMR line shifts to Cartesian magnetic field components, adapting a framework originally established by David Glenn. I designed and performed the experiments and wrote the paper, with considerable input from both John and Matthew.

While I led the project presented in Chapter 5, Connor Hart, Matthew Turner, Patrick Scheidegger, Yuan Zhu, John Barry, Erik Bauch, and Linh Pham all made substantial contributions. John researched and obtained most of the equipment for the experiment, including the lock-in camera. Linh and Erik developed the original MATLAB codebase that controls the experiment. Connor and Patrick expanded the codebase and added capabilities for imaging with the lock-in camera. I designed and implemented the apparatus with considerable assistance from Matthew Turner. Matthew and Yuan designed the MW delivery structure, and Matthew originally
conceived the idea for a gold fabricated phantom. I designed the phantom with input from Matthew and Connor. Matthew fabricated the phantom and MW delivery structure. Connor and I jointly performed experiments. I analyzed the data and characterized the magnetometer performance.

The review and analysis from Ref. [80] presented in Chapters 1, 2, 6, 7, and 8 was jointly led by John Barry and myself with significant editing performed by Erik Bauch. John and I discussed nearly every aspect of the review at length and co-wrote nearly all the sections. Erik provided organizational vision and led writing of the sections on double quantum coherence magnetometry, spin bath driving, and spin-to-charge conversion readout. Connor Hart and I researched and wrote the section on techniques for the strong NV–NV– interaction regime. Matthew and I researched and wrote the section on photoelectric readout. Linh Pham led writing of the dynamical decoupling section and provided substantial feedback on the introduction. Erik, Matthew, and Connor read and commented on every section of the manuscript, and John and I prepared the final versions of all sections.

1.3 Nitrogen-vacancy center physics

The negatively charged NV– center is a localized atomic-scale defect consisting of a substitutional nitrogen adjacent to a vacancy in the carbon lattice. The negatively-charged NV– center’s electronic ground state has spin $S = 1$ with the lower-energy $m_s = 0$ level separated from the $m_s = \pm 1$ levels by a zero-field splitting $D \approx 2.87$ GHz (see Figure 1.1.1a).

Crucially, the NV– electronic spin state can be initialized and read out optically. Illumination at wavelengths shorter than the NV– center’s 637 nm zero-phonon line (532 nm radiation is commonly employed) excites the NV– center electronically to the excited triplet state, which is accompanied mainly by spin-conserving fluorescent decay to the ground state [8]. However, the electron may also decay through intersystem crossing to an excited singlet state, through a cascade to a lower metastable single state [86], and finally back to the triplet ground state in a spin-state-dependent
process that preferentially populates the $|m_s = 0\rangle$ ground spin state [18, 19, 87]. This alternate decay pathway enables both spin polarization and spin state detection, as population originally in the $|m_s = \pm 1\rangle$ states are more likely to pass through the singlet cascade and not emit photons in the 600-850 nm band, resulting in higher photoluminescence (PL) from the $|m_s = 0\rangle$ than from the $|m_s = \pm 1\rangle$ states [18, 19].

In a bias magnetic field $\vec{B}_0$, the NV$^-$ $m_s = \pm 1$ energy levels are Zeeman-shifted in opposite directions away from 2.87 GHz by an amount approximately equal to $g_e \mu_B$ times the projection of $\vec{B}_0$ along the NV$^-$ center’s symmetry axis, where $g_e \approx 2.003$ is the NV$^-$ electron g-factor [8] and $\mu_B$ is the Bohr magneton. By application of coherent microwave (MW) fields resonant with the transition between the $|m_s = 0\rangle$ and either of the $|m_s = \pm 1\rangle$ states, magnetic fields may be sensed through optically detected magnetic resonance (ODMR). The NV$^-$ center’s ground state spin states exhibit substructure arising from hyperfine coupling to the NV$^-$ center’s nitrogen nuclear spin ($I = 1$ for $^{14}\text{N}$ and $I = 1/2$ for $^{15}\text{N}$) and, for $^{14}\text{N}$, the nuclear quadrupolar interaction [88, 89]. An NV$^-$ center’s symmetry axis may lie along one of four orientations set by the tetrahedral symmetry of the diamond lattice (see Figure 1.1.1b), which enables determination of a vector magnetic field’s magnitude and direction from detection of the Zeeman shifts associated with each NV$^-$ orientation.

NV$^-$ centers are also sensitive to strain, electric fields, and temperature. The Hamiltonian for the NV$^-$ ground state spin in the presence of a bias magnetic field $\vec{B}_0$, an electric field $\vec{E}$, and intrinsic crystal strain to is given by [90, 8]

$$
H/h = \left(D + \mathcal{M}_z + d_1E_z\right) S_z^2 + \frac{g_e \mu_B}{h} \left(B_{0,z}S_z + B_{0,x}S_x + B_{0,y}S_y\right) + \left(\frac{d_1 E_x}{h} + \mathcal{M}_x\right) \left(S_y^2 - S_x^2\right) + \left(\frac{d_1 E_y}{h} + \mathcal{M}_y\right) \left(S_x S_y + S_y S_x\right) + N_x \left(S_x S_z + S_z S_x\right) + N_y \left(S_y S_z + S_z S_y\right).
$$

(1.1)

Here $S_i$ with $i = x, y, z$ are the dimensionless spin-1 projection operators in the frame
of the NV$^-$ symmetry axis; $D$ is the NV$^-$ zero field splitting ($\approx 2.87$ GHz at room temperature with dependence $dD/dT = -74$ kHz/K [91]); $d_{\parallel} = 3.5 \times 10^{-3}$ Hz/(V/m) and $d_{\perp} = 0.17$ Hz/(V/m) are the axial and transverse electric dipole moments [92, 56, 93]; and $M_z$, $M_x$, $M_y$, $N_x$, and $N_y$ are spin-strain coupling parameters. The Hamiltonian and its eigenstates may be simplified when $D$ is large compared to all other coupling terms, i.e., in the regime of low magnetic field, electric field, and strain. In particular, energy level shifts associated with transverse magnetic field components $B_{0,x}$ and $B_{0,y}$ [94], and with spin-strain coupling parameters $N_x$ and $N_y$, are suppressed by $D$ [85]. Furthermore, as discussed in Section 6.1.4 and Appendix B, when the applied bias magnetic field is nonzero, its projection along the NV$^-$ symmetry axis suppresses the contribution of transverse electric fields and spin-strain coupling parameters $E_x, E_y, M_x$, and $M_y$ to the spin eigenstates, enabling these terms to be ignored from the Hamiltonian at bias fields larger than a few gauss typically [94]. The spin resonances between the $|m_s=0\rangle$ and the $|m_s=\pm1\rangle$ eigenstates of this simplified Hamiltonian are given by

$$\nu_{\pm} = (D + M_z + d_{\parallel} E_z) \pm \frac{g_e \mu_B}{\hbar} B_{0,z}. \quad (1.2)$$

By tuning the MW frequency to near resonance with $\nu_{\pm}$ and either monitoring changes in the ODMR signal or applying pulsed magnetometry sequences, changes in the magnetic field $\delta B_z = \frac{\hbar}{g_e \mu_B} \delta \nu_{\pm}$ can be detected, and thus NV$^-$ centers may serve as quantum sensors for magnetic fields. Monitoring both the upper and lower resonance allows magnetic field changes to be distinguished from changes in $D, M_z$ or $E_z$.

### 1.4 Magnetic sensing

#### 1.4.1 DC and AC sensing

Quantum sensing approaches may be divided into two broad categories based on the spectral characteristics of the fields to be detected, summarized in Table 1.4.1. In particular, DC sensing protocols are sensitive to static, slowly-varying, or broadband...
signals, whereas AC sensing protocols typically detect narrowband, time-varying signals at frequencies up to \( \sim 10 \) MHz \([26, 27, 28, 29, 30, 31, 33, 34, 35, 36]\), although AC sensing experiments of \( \sim 100 \) MHz signals have also been demonstrated for niche applications \([37]\). Both DC and AC sensors employing NV\(^-\) ensembles exhibit sensitivities limited, in part, by the relevant NV\(^-\) spin relaxation times. DC sensitivity is limited by the ensemble’s inhomogeneous dephasing time \( T_2^* \), which is of order \( 1 \) µs in most present implementations. AC sensitivity is limited by the coherence time \( T_2 \), which is typically one to two orders of magnitude longer than \( T_2^* \) \([95, 84]\), and which can be extended through use of dynamical decoupling protocols to approach the longitudinal spin relaxation time \( T_1 \) (see Section 6.1.1). Additionally, alternative forms of \( T_1 \)-limited AC sensing such as \( T_1 \) relaxometry allow phase-insensitive detection of signals at frequencies in the \( \sim \) GHz regime \([38, 40, 10, 34, 39]\). In general, the enhanced field sensitivities afforded by longer AC sensor coherence times coincide with reduced sensing bandwidth as well as insensitivity to static fields, restricting the application space of AC sensors (see Table 1.4.1). This dissertation concentrates primarily on DC sensing protocols with particular focus applied to sensors designed to detect broadband time-varying magnetic fields from DC to \( \sim 100 \) kHz.

### 1.4.2 Vector magnetic field measurement

In contrast to scalar magnetometers, (such as vapor cell magnetometers, proton precession magnetometers, and Overhauser effect magnetometers), which measure magnitude but not direction of a magnetic field, vector magnetometers measure the magnetic field projection onto a fixed axis of the sensing device \([1]\). Scalar magnetometers have the property that the sensing element tends to align along the magnetic field, and thus the sensor can sense only the magnitude and not the direction. In contrast, SQUIDS, Hall probes, fluxgate magnetometers, and NV-diamond magnetometers are vector magnetometers, sometimes called vector projection magnetometers, since the sensing element is fixed in space and does not align along the direction of the magnetic field. An NV\(^-\) spin is quantized along one of four crystallographic NV\(^-\) symmetry axes in the diamond crystal; and therefore a single NV\(^-\) center senses not the magnitude
<table>
<thead>
<tr>
<th></th>
<th>Broadband DC sensing</th>
<th>AC sensing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common techniques</td>
<td>Ramsey, CW-ODMR, pulsed ODMR</td>
<td>Hahn echo, dynamical decoupling</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>Limited by inhomogeneous spin dephasing ($T^*_2$)</td>
<td>Limited by homogeneous spin decoherence ($T_2$) and longitudinal relaxation ($T_1$)</td>
</tr>
<tr>
<td>Frequency/bandwidth</td>
<td>0 to $\sim$ 100 kHz (pulsed), 0 to $\sim$ 10 kHz (CW)</td>
<td>Center freq: $\sim$ 1 kHz to $\sim$ 10 MHz; bandwidth: $\leq$ 100 kHz</td>
</tr>
<tr>
<td>Example magnetic sensing</td>
<td>Biocurrent detection; magnetic particle tracking; magnetic imaging of rocks and meteorites, magnetic nanoparticles in biological systems, and electrical current flow in materials; magnetic anomaly detection, navigation</td>
<td>Single biomolecule and protein detection; nanoscale nuclear magnetic resonance and electron spin resonance; magnetic resonant phenomena in materials, noise spectroscopy</td>
</tr>
</tbody>
</table>

Table 1.4.1: Performance metrics and selected applications of broadband DC and AC sensing protocols employing NV$^-$ ensembles in diamond. $T_1$ relaxometry methods are not considered.

of the magnetic field but rather the field projection along its own symmetry axis, defined by the line connecting the nitrogen and the vacancy. In a typical NV$^-$ ensemble with no preferential orientation [96], the four crystallographic NV$^-$ symmetry axes are equally populated [3]. An ensemble NV-diamond magnetometer can be set up to be sensitive to the magnetic field projection along a single NV$^-$ axis or along a vector that equally projects onto two or more of the NV$^-$ axes. Because the four NV$^-$ axes form a basis set that spans three-dimensional space, a local magnetic field’s magnitude and direction can be reconstructed from its measured projections onto the NV$^-$ axes [49, 50]. We distinguish magnetometers that measure a single magnetic field projection from vectors that reconstruct both the fields magnitude and direction as vector projection magnetometers and full vector magnetometers, respectively.

An example demonstration of vector projection magnetometry is shown in Figure 1.4.1. Here, a wire-like magnetic field source oriented at angle $\alpha$ with respect to the direction of maximum magnetic field sensitivity (in this case the x-direction), generating a field with magnitude $B(t)$ and direction transverse to its orientation direction,
Figure 1.4.1: Vector projection magnetometry demonstration. Measured magnetic fields from biphasic current pulses (with positive polarity first) sent through copper wire positioned on surface of NV-diamond magnetic sensor employed in Ref. [24] (see Chapter 3) at angles (a), $\alpha = 0^\circ$, (b) $\alpha = 30^\circ$, (c) $\alpha = 60^\circ$, and (d) $\alpha = 90^\circ$ with respect to the maximum sensitivity angle (defined to be $\alpha = 0^\circ$). For each angle: cartoons (left column) give orientation of wire on diamond surface, where blue dashed lines indicate two NV$^-$ axes used for sensing; and data is shown for current pulses initiated from left (middle column) and right (right column). For a current pulse producing a magnetic field $B(t) = 94$ nT perpendicular to the wire at the NV$^-$ layer, detected signal depends on $\alpha$ as $B_x(t) = B(t) \cos(\alpha)$. Projected pulse propagation direction along x-axis (indicated by black arrows in left column cartoons) can be determined from the polarity of the magnetic signal for all $\alpha$ except $90^\circ$, where $B_x(t)$ goes to zero. Each magnetic trace is an average of $N_{avg} = 32$ trials.
results in a detected magnetic field reduced by a factor \( \cos(\alpha) \): \( B_x(t) = B(t) \cos(\alpha) \).

For the demonstration in Figure 1.4.1, a current-carrying copper wire is oriented at a variety of angles \( \alpha \), and for each measurement a single-period pulse of a sine wave with frequency 512 Hz is sent through the wire, resulting in a 94 nT peak amplitude magnetic field at the NV\textsuperscript{-} sensing layer (the same diamond sample and magnetometry setup employed in Ref. [24] and described in Chapter 3). For any orientation in the plane except for \( \alpha = 90^\circ \), the magnetic field projection along the x-axis of the magnetometer is nonzero. If the expected signal size for \( \alpha = 0^\circ \) is known \textit{a priori}, the angle \( \alpha \) can be determined from a measurement of \( B_x(t) \).

For full vector magnetometry, the magnetic field’s magnitude and angle are determined, often by performing a series of projective field measurements along multiple axes. In Chapter 4 we introduce a technique to perform these projective field measurements simultaneously using a single NV-diamond sensor and a single optical detector.

1.5 Magnetic field measurement and sensitivity

The spin-projection-noise-limited sensitivity of an ensemble magnetometer consisting of \( N \) non-interacting \( S = 1/2 \) spins is approximately given by [1, 3]

\[
\eta_{\text{ensemble}}^{\text{sp}} \approx \frac{\hbar}{g_e \mu_B} \frac{1}{\sqrt{N \tau}},
\]

(1.3)

where \( g_e \approx 2.003 \) is the NV\textsuperscript{-} center’s electronic g-factor [8], \( \mu_B \) is the Bohr magneton, \( \hbar \) is the reduced Planck constant, and \( \tau \) is the free precession (i.e., interrogation) time per measurement. To generalize to higher-multiplicity spins \( (S \geq 1) \) where the \( m_s \) states used for the interferometry measurement differ by \( \Delta m_s \geq 2 \), the expression for \( \eta_{\text{ensemble}}^{\text{sp}} \) is multiplied by the factor \( 1/\Delta m_s \).

To achieve projection-noise-limited sensitivity, the tools for manipulating and measuring the spins (MW fields and optical photons in the case of NV\textsuperscript{-} centers) must not interfere with the magnetic field interrogation. This requires use of pulsed magne-
tometry schemes such as Ramsey’s separated oscillatory field method [97], henceforth called Ramsey magnetometry. In this method, which is depicted schematically in Figure 1.5.3a, the spins interrogate the magnetic field for a free precession interval during which no external electromagnetic fields are applied. The free precession time is chosen for optimal sensitivity at a value close to the characteristic decay time $T_2^*$ of the Ramsey fringes (see Figure 1.5.3b and Section 2.1.7). Here we derive the state evolution and projection-noise-limited sensitivity for a Ramsey magnetometry measurement.

1.5.1 Ramsey DC magnetic field measurement

The following is a derivation of a Ramsey-type pulsed magnetometry sequence (see Figure 1.5.3) using a magnetic dipole moment. Here the magnetic moment is taken to be an NV- center’s ground-state electronic spin, although this discussion applies to any two-level system sensitive to magnetic fields, including atomic vapors and other solid state defects. Although the NV- ground state spin is a triplet with $S = 1$, a bias magnetic field $B_0$ can be applied along the NV- symmetry axis to split the $m_s = +1$ and $m_s = -1$ energy levels so that resonant MWs may selectively drive the $m_s = 0$ to $m_s = +1$ (or $m_s = 0$ to $m_s = -1$) transition. Any off-axis magnetic field component $B_\perp$ can be ignored so long as $(\gamma_e B_\perp)^2/[(2\pi D)^2 \pm (\gamma_e B_0)^2] \ll 1$, where $D = 2.87$ GHz is the zero-field splitting and $\gamma_e = g_e \mu_B/\hbar$ is the gyromagnetic ratio of the NV- electronic spin. Here the NV- center’s nuclear spin is also ignored as well as static electric or strain fields. This two-level subspace can be described as a pseudo-spin-1/2 system with $|m_s = +1\rangle = |\uparrow\rangle$ and $|m_s = 0\rangle = |\downarrow\rangle$ and Hamiltonian

$$H = (2\pi D + \gamma_e B) S_z$$

$$= \frac{\hbar}{2} \begin{pmatrix} 2\pi D + \gamma_e B & 0 \\ 0 & -2\pi D - \gamma_e B \end{pmatrix},$$  \hspace{1cm} (1.4)$$

where $S_z$ is the operator for the z-projection of the pseudo-spin; and $B = B_0 + B_{\text{sense}}$ is the total magnetic field projection along the NV- symmetry axis, taken here to be
the z-axis, which is the sum of the applied bias field and an unknown DC field to be sensed. Here terms in the Hamiltonian proportional to the identity matrix have been dropped, as they introduce only a global phase to the states’ time evolution. In the bias field $B_0$ the spin resonance frequency is $\omega_0 = 2\pi D + \gamma_e B_0$. Spin operators are expressed in the $S_z$ basis in terms of the Pauli matrices $\vec{S} = \hbar/2 \vec{\sigma}$, yielding

$$H = \frac{\hbar\omega_0}{2} \sigma_z + \frac{\hbar}{2} \gamma_e B_{\text{sense}} \sigma_z. \quad (1.5)$$

As described herein, a Ramsey sequence consists of two $\pi/2$-pulses of an oscillating magnetic field resonant with the transition between $|\downarrow\rangle$ and $|\uparrow\rangle$, which are separated by a free precession time $\tau$. The spin state evolution on the Bloch sphere is shown in Figure 1.5.1. The sequence begins at time $t = 0$, with the spin polarized to $|\psi(0)\rangle = |\downarrow\rangle$. An oscillating magnetic field oriented perpendicular to the NV$^-$ symmetry axis $\vec{B}_1(t) = B_1 \cos(\omega t) \hat{y}$ with angular frequency $\omega \approx \omega_0$ is turned on abruptly. Without loss of generality $\vec{B}$ is assumed to be polarized along the y-axis. For $B_1 \gg B_{\text{sense}}$, the second term in $H$ can be dropped, thereby ignoring effects of the unknown DC sensing field while the oscillating field is on. The Hamiltonian for the system driven by this oscillating field, denoted $H_{\text{driv}}$, becomes

$$H_{\text{driv}} = \frac{\hbar\omega_0}{2} \sigma_z + \frac{\hbar}{2} \gamma_e B_1 \cos(\omega t) \sigma_y. \quad (1.6)$$

We proceed in the interaction picture, with $H_0 = \frac{\hbar\omega_0}{2} \sigma_z$ and $H_1 = \frac{\hbar}{2} \gamma_e B_1 \cos(\omega t) \sigma_y$. This step is equivalent to transforming into a rotating frame with angular frequency $\omega_0$. The interaction-picture state vector $|\tilde{\psi}(t)\rangle$ is defined in terms of the Schrödinger-picture state vector $|\psi(t)\rangle$ as $|\tilde{\psi}(t)\rangle = U_0^\dagger(t)|\psi(t)\rangle$ with $U_0(t) = e^{-iH_0 t/\hbar}$. This state evolves according to $|\tilde{\psi}(t)\rangle = \tilde{U}_1(t)|\tilde{\psi}(0)\rangle$ where $\tilde{U}_1(t) = e^{-i\tilde{H}_1 t/\hbar}$, with

$$\tilde{H}_1 = U_0^\dagger(t) H_1 U_0(t)$$

$$= \frac{\hbar}{4} \gamma_e B_1 \begin{pmatrix} 0 & -i(e^{-i(\omega_0 t)} + e^{i(\omega_0 t)}) \\ i(e^{i(\omega_0 t)} + e^{-i(\omega_0 t)}) & 0 \end{pmatrix}. \quad (1.7)$$
The transformed interaction Hamiltonian $\tilde{H}_1$ is simplified by assuming resonant driving of the spin with $\omega = \omega_0$ and by making the rotating wave approximation, dropping off-resonant terms rotating at $2\omega_0$, to yield

$$\tilde{H}_1 \approx \frac{\hbar}{4} \gamma_e B_1 \sigma_y.$$  \hspace{1cm} (1.8)

This Hamiltonian causes the spin system to undergo Rabi oscillations at angular frequency $\Omega = \gamma_e B_1/2$. The oscillating field $\vec{B}_1(t)$ is turned off abruptly after a duration $\tau_{\frac{\pi}{2}} = \frac{\pi}{2\Omega} = \frac{\pi}{\gamma_e B_1}$, so that

$$|\tilde{\psi}(\tau_{\frac{\pi}{2}})\rangle = \exp \left( -i \frac{\gamma_e B_1 \sigma_y \tau_{\frac{\pi}{2}}}{4} \right) |\tilde{\psi}(0)\rangle$$

$$= \exp \left( -i \frac{\pi}{4} \sigma_y \right) |\downarrow\rangle$$

$$= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

$$= \frac{1}{\sqrt{2}} (-|\uparrow\rangle + |\downarrow\rangle),$$

which uses the identity $e^{-i\theta \hat{n} \cdot \vec{\sigma}} = \cos(\theta) I - i \sin(\theta) (\hat{n} \cdot \vec{\sigma})$ where $\hat{n}$ is a unit vector on the Bloch sphere. This constitutes a $\pi/2$-pulse on the spin.

Next, the magnetic moment undergoes free precession in the absence of $\vec{B}_1(t)$ for a sensing time $\tau$. During this time the system Hamiltonian returns to $H$ from Equation 1.4. We continue to use the interaction picture with $H_0 = \hbar \omega_0 / 2 \sigma_z$, and with new interaction Hamiltonian $H'_1$ determined by $\vec{B}_{\text{sense}} = B_{\text{sense}} \hat{z}$ as

$$H'_1 = \frac{\hbar}{2} \gamma_e B_{\text{sense}} \sigma_z.$$ \hspace{1cm} (1.10)

Recognizing that $H'_1$ commutes with $H_0$, the transformed interaction Hamiltonian $\tilde{H}'_1 \equiv U_0(t) H'_1 U_0^\dagger(t) = H'_1$, and thus the interaction-picture state vector $|\tilde{\psi}(t)\rangle$ evolves
Figure 1.5.1: Bloch sphere depiction of Ramsey sequence. After initialization to the spin state $|\uparrow\rangle$, an oscillating magnetic field applies a $\pi/2$-pulse, causing the Bloch vector to undergo $1/4$ of a Rabi oscillation and preparing a superposition of $|\uparrow\rangle$ and $|\downarrow\rangle$ spin states. Next, the Bloch vector undergoes free precession for duration $\tau$, accumulating a phase $\phi$ proportional to the static magnetic field being sensed. After time $\tau$, a second $\pi/2$-pulse maps the accumulated phase onto a population difference between the $|\uparrow\rangle$ and $|\downarrow\rangle$ states. Here, a $\phi = \pi$ phase accumulation is shown, which maps back to the state $|\uparrow\rangle$ when the relative angle $\alpha$ between the oscillating magnetic field vectors for the initial and final $\pi/2$ pulses is chosen to be 0 (see text). Finally, a projective spin state measurement detects the population difference, allowing determination of the static magnetic field sensed by the spin.

under $H'_1$ into

$$|	ilde{\psi}(\tau_{\pi/2} + \tau)\rangle = e^{-iH'_1\tau/\hbar}|	ilde{\psi}(\tau_{\pi/2})\rangle$$

$$= \frac{1}{\sqrt{2}}(-e^{-i\phi/2}|\uparrow\rangle + e^{i\phi/2}|\downarrow\rangle),$$

(1.11)

where $\phi = \gamma_e B_{\text{sense}}\tau$ is the phase accumulated due to $B_{\text{sense}}$. (If $B_{\text{sense}} = 0$, the state vector $|	ilde{\psi}(t)\rangle$ accumulates no phase, as $H'_1$ vanishes and the entire Hamiltonian $H = H_0$.)

To complete the sequence, a second oscillating field $\vec{B}_2(t) = \vec{B}_2 \cos(\omega_0 t)$, is applied for a $\pi/2$-pulse. As with the first $\pi/2$-pulse, $B_{\text{sense}} \ll B_2$ is assumed so that additional spin state evolution due to $B_{\text{sense}}$ can be ignored. The polarization of $\vec{B}_2(t)$ is chosen to be along $\hat{n}$ in the x-y plane at an angle $\theta$ with respect $\hat{y}$, the polarization direction of the first $\pi/2$-pulse $\vec{B}_1(t)$. After again making the rotating wave approximation, the
transferred interaction Hamiltonian, $\tilde{H}'_1$ is given by

$$\tilde{H}'_1 \approx \frac{\hbar}{4} \gamma_e B_2 (\cos (\vartheta) \sigma_y - \sin (\vartheta) \sigma_x)$$ (1.12)

and

$$|\tilde{\psi}(\tau^\pm + \tau + \tau^\pm)|$$

$$= e^{-i\tilde{H}'_1 \tau^\pm /\hbar} |\tilde{\psi}(\tau^\pm + \tau)|$$

$$= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -e^{-i\vartheta} \\ e^{i\vartheta} & 1 \end{pmatrix} \cdot \frac{1}{\sqrt{2}} \begin{pmatrix} -e^{-i\phi/2} \\ e^{i\phi/2} \end{pmatrix},$$ (1.13)

which, up to a global phase, is equal to

$$|\tilde{\psi}\rangle = \cos \left( \frac{\phi - \vartheta}{2} \right) |\uparrow\rangle - i e^{i\vartheta} \sin \left( \frac{\phi - \vartheta}{2} \right) |\downarrow\rangle.$$ (1.14)

The phase accumulated during $\tau$ is thus mapped on to a population difference between the $|\uparrow\rangle$ and $|\downarrow\rangle$ states. The value of $B_{\text{sense}}$ is determined by measuring the observable $\tilde{S}_z = S_z$ and relating that to $\phi$.\[ \frac{\hbar}{2} \langle \tilde{\psi} | \sigma_z | \tilde{\psi} \rangle = \frac{\hbar}{2} \left( \cos^2 \left( \frac{\phi - \vartheta}{2} \right) - \sin^2 \left( \frac{\phi - \vartheta}{2} \right) \right) = \frac{\hbar}{2} \cos(\phi - \vartheta) = \frac{\hbar}{2} \cos(\gamma_e B_{\text{sense}} \tau - \vartheta). \] (1.15)

The cosinusoidal fluctuations in $\langle \tilde{S}_z \rangle$ are termed Ramsey fringes. Common choices of $\vartheta$ are 0 and $\pi/2$. The case where $\vartheta = 0$ (respectively, $\vartheta = \pi/2$) is commonly called cosine (sine) magnetometry, as the observable $\langle \tilde{S}_z \rangle$ varies as the cosine (sine) of $B_{\text{sense}}$ for fixed $\tau$. For ensembles of NV$^-$ centers, $\langle \tilde{S}_z \rangle$ is measured by reading out the spin-state-dependent fluorescence over a predetermined readout window of several hundred nanoseconds (see Figure 1.5.2).
For small $B_{\text{sense}}$ such that $\phi \ll 2\pi$, Equation 1.15 can be linearized about $\phi = 0$ for any value of $\vartheta$ except $\vartheta = 0$. The values of $B_{\text{sense}}$ and $\phi$ can then be related to a small change in the observable $\delta \langle S_z \rangle = \langle S_z \rangle |_{\phi} - \langle S_z \rangle |_{0}$ as follows:

$$B_{\text{sense}} = \frac{\phi}{\gamma e \tau} \approx \frac{1}{\gamma e \tau} \frac{\delta \langle S_z \rangle}{d \varphi} |_{0}$$

$$\approx \frac{1}{\gamma e \tau} \frac{2 \langle \delta \langle S_z \rangle |_{\phi} - \cos(\vartheta) \rangle}{\sin(\vartheta)}.$$  

(1.16)

For $\vartheta = 0$ the linear term $\delta \langle S_z \rangle$ vanishes, as the slope of the Ramsey fringe goes to zero; a small $B_{\text{sense}}$ produces to lowest order a quadratic change in $\langle \tilde{S}_z \rangle$. For $\vartheta = \pi/2$, the slope of the Ramsey fringe is maximized, and Equation 1.16 reduces to

$$B_{\text{sense}} \approx \frac{2}{\hbar \gamma e \tau} \langle S_z \rangle.$$  

(1.17)

### 1.5.2 Spin-projection-noise-limited sensitivity

The spin-projection-noise-limited magnetic field sensitivity is defined as the field $\delta B$ at which the size of the signal $\delta \langle S_z \rangle$ due to $\delta B$ is equal to the uncertainty in the signal, i.e., when $\delta \langle S_z \rangle = \Delta S_z$, where $\Delta S_z = \sqrt{\langle S_z^2 \rangle - \langle S_z \rangle^2}$ is the standard deviation of a series of identical measurements of $\delta B$. For a precession time $\tau$, this minimum field is

$$\delta B_{\text{sp}} = \frac{1}{\gamma e \tau} \frac{\Delta S_z}{|d \langle S_z \rangle |_{\varphi}}.$$  

(1.18)

When $M$ uncorrelated consecutive measurements are taken, each with precession time $\tau$ over a total measurement time $t_{\text{meas}}$, the minimum field is reduced by the factor $\sqrt{1/M} = \sqrt{\tau/t_{\text{meas}}}$, yielding

$$\delta B_{\text{sp}} = \frac{1}{\gamma e \sqrt{\tau t_{\text{meas}}}} \frac{\Delta S_z}{|d \langle S_z \rangle |_{\varphi}}.$$  

(1.19)

The spin-projection-noise-limited sensitivity of a Ramsey magnetometry measure-
ment is then
\[
\eta_{sp} = \delta B_{sp} \sqrt{t_{\text{meas}}} = \frac{1}{\gamma_e \sqrt{\tau}} \frac{\Delta S_z}{|d\langle S_z \rangle/d\phi|}. \tag{1.20}
\]

The quotient \(\frac{\Delta S_z}{|d\langle S_z \rangle/d\phi|}\) is calculated:

\[
\langle S_z \rangle = \frac{\hbar}{2} \cos(\phi - \vartheta), \tag{1.21}
\]
\[
\frac{d\langle S_z \rangle}{d\phi} = -\frac{\hbar}{2} \sin(\phi - \vartheta), \tag{1.22}
\]
\[
\langle S_z^2 \rangle = \frac{\hbar^2}{4} \langle \psi | \sigma_z^2 | \psi \rangle = \frac{\hbar^2}{4} \left( \cos^2 \left( \frac{\phi - \vartheta}{2} \right) + \sin^2 \left( \frac{\phi - \vartheta}{2} \right) \right) \tag{1.23}
\]
\[
= \frac{\hbar^2}{4},
\]
\[
\Delta S_z = \sqrt{\langle S_z^2 \rangle - \langle S_z \rangle^2} = \frac{\hbar^2}{4} (1 - \cos^2(\phi - \vartheta)) = \frac{\hbar}{2} \left| \sin(\phi - \vartheta) \right|, \tag{1.24}
\]
\[
\frac{\Delta S_z}{|d\langle S_z \rangle/d\phi|} = 1. \tag{1.25}
\]

This result is independent of the value of \(\phi\) or \(\vartheta\). The projection noise is always equal to the slope of the Ramsey fringe. That is, a magnetometer limited by spin projection noise has the same signal-to-noise ratio regardless of where on the Ramsey fringe the measurement is taken. The sensitivity at the spin projection noise limit, (also called the standard quantum limit) is simply
\[
\eta_{sp} = \delta B_{sp} \sqrt{t_{\text{meas}}} = \frac{1}{\gamma_e \sqrt{\tau}}. \tag{1.26}
\]
For sensing with an ensemble of $N$ independent spins, the sensitivity $\eta_{\text{ensemble}} = \frac{\eta_{\text{sp}}}{\sqrt{N}}$ such that

$$\eta_{\text{ensemble}} = \frac{1}{\gamma_e \sqrt{N \tau}}.$$  

(1.27)

### 1.5.3 Photon-shot-noise-limited sensitivity

![Figure 1.5.2: Fluorescence of the NV- spin states. NV- centers prepared in the $m_s = 0$ state emit more photons than centers prepared in the $m_s = \pm 1$ states. This spin-dependent fluorescence forms the basis of conventional NV- readout. Data courtesy of Brendan Shields.](image)

Magnetic field sensors based on ensembles of NV- centers ensemble magnetometers suffer from an major experimental non-ideality that deteriorates the achievable magnetic field sensitivity. Namely, while the above discussion considered a direct measurement of $S_z$, the measurement technique for NV- spins - optical readout - indirectly probes the spin through measuring the spin-state-dependent PL in the 600-850 nm band. This conventional optical readout does not allow single-shot determination of the NV- spin state to the spin projection limit. Therefore, shot noise on the collected PL photons must be incorporated into the measurement uncertainty and sensitivity.

As described previously in Section 1.3 Conventional NV- optical readout exploits the $m_s = \pm 1$ states’ higher likelihood to enter the singlet-state cascade relative to the $m_s = 0$ state (see Table 1.7.1). An NV- center that enters the singlet state cascade
does not fluoresce in the 600 - 850 nm band, whereas an NV$^-$ center decaying directly to the spin-triplet ground state can continue cycling between the ground and excited triplet states, producing PL in the 600 - 850 nm band. Thus, population originally in the $m_s = \pm 1$ states may be distinguished from the $m_s = 0$ states by relative lower PL in the 600 - 850 nm band, as shown in Figure 1.5.2.

To phenomenologically introduce Poisson fluctuations from the PL photons into the sensitivity, the optical readout procedure is treated as a mapping of the spin eigenstates onto two light field modes: $|m_s = +1\rangle = |\uparrow\rangle \rightarrow |\beta\rangle$ and $|m_s = 0\rangle = |\downarrow\rangle \rightarrow |\alpha\rangle$, where $|\alpha\rangle$ and $|\beta\rangle$ are coherent states defined by $a|\alpha\rangle = \alpha|\alpha\rangle$ and $b|\beta\rangle = \beta|\beta\rangle$. We define $a = |\alpha|^2$ as the mean number of photons in $|\alpha\rangle$ and $b = |\beta|^2$ as the mean number of photons in $|\beta\rangle$. Since the $|m_s = 0\rangle$ state produces more fluorescent photons during readout than the $|m_s = +1\rangle$ state, $a > b$. The final spin state $|\tilde{\psi}\rangle$ from Equation 1.14 is mapped onto the photon field state

$$|\psi_{ph}\rangle = \cos\left(\frac{\phi - \vartheta}{2}\right)|\beta\rangle - ie^{i\vartheta}\sin\left(\frac{\phi - \vartheta}{2}\right)|\alpha\rangle. \quad (1.28)$$

A measurement of the spin state has become a measurement of the number of photons collected from the two light fields $\hat{N} = \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}$. Defining $\varphi = \phi - \vartheta$,

$$\langle \hat{N} \rangle = \langle \psi_{ph}|(\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b})|\psi_{ph}\rangle = b \cos^2\left(\frac{\varphi}{2}\right) + a \sin^2\left(\frac{\varphi}{2}\right)$$

$$= b \left(\frac{1 + \cos(\varphi)}{2}\right) + a \left(\frac{1 - \cos(\varphi)}{2}\right), \quad (1.29)$$

where the two light fields are assumed to be noninterfering so that $\hat{a}|\beta\rangle = \hat{b}|\alpha\rangle = 0$ and $\langle \alpha|\beta\rangle = \langle \beta|\alpha\rangle = 0$.

The sensitivity of a magnetometer employing optical readout is written in the same way as the spin-projection-noise-limited sensitivity given in Equation 1.20, but with the observable $S_z$ replaced by $\hat{N}$:

$$\eta_{opt} = \delta B_{opt} \sqrt{t_{\text{meas}}} = \frac{1}{\gamma_e \sqrt{\tau}} \frac{\Delta \hat{N}}{|d(\hat{N})|}, \quad (1.30)$$
where $\Delta \hat{N} = \sqrt{\langle \hat{N}^2 \rangle - \langle \hat{N} \rangle ^2}$. The derivative of $\langle \hat{N} \rangle$ with respect to $\phi$ is

$$
\frac{d\langle \hat{N} \rangle}{d\phi} = \frac{d\langle \hat{N} \rangle}{d\varphi} = \frac{(a - b)}{2} \sin(\varphi). \tag{1.31}
$$

Recalling the operator commutation relation $[\hat{a}, \hat{a}^\dagger] = 1$, $\Delta \hat{N}$ is calculated:

$$
\langle \hat{N}^2 \rangle = \langle (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}) (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}) \rangle
$$

$$
= \langle \psi_{ph} | (\hat{a}^\dagger \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}^\dagger \hat{b}) | \psi_{ph} \rangle
$$

$$
= \langle \psi_{ph} | (\hat{a}^\dagger (\hat{a}^\dagger \hat{a} + 1) \hat{a} + \hat{b}^\dagger (\hat{b}^\dagger \hat{b} + 1) \hat{b}) | \psi_{ph} \rangle
$$

$$
= b(b + 1) \left( \frac{1 + \cos(\varphi)}{2} \right) + a(a + 1) \left( \frac{1 - \cos(\varphi)}{2} \right), \tag{1.32}
$$

$$
\langle \hat{N} \rangle^2 = b^2 \left( \frac{1/2 + \cos(\varphi)}{2} \right) + a^2 \left( \frac{1/2 - \cos(\varphi)}{2} \right)
$$

$$
+ \left( \frac{b^2}{4} + \frac{a^2}{4} \right) \cos^2(\varphi) + \frac{ba}{2} \sin^2(\varphi), \tag{1.33}
$$

$$
\Delta \hat{N} = \sqrt{\langle \hat{N}^2 \rangle - \langle \hat{N} \rangle ^2}
$$

$$
= \sqrt{\left( \frac{b^2}{4} - \frac{ba}{2} + \frac{a^2}{4} \right) \sin^2(\varphi) + b \left( \frac{1 + \cos(\varphi)}{2} \right) + a \left( \frac{1 - \cos(\varphi)}{2} \right)} \tag{1.34}
$$

$$
= \sqrt{\frac{(a - b)^2}{4} \sin^2(\varphi) + b \cos^2 \left( \frac{\varphi}{2} \right) + a \sin^2 \left( \frac{\varphi}{2} \right)}.
$$

Using Equations 1.34 and 1.31, the sensitivity reduces to

$$
\frac{\Delta \hat{N}}{|d\langle \hat{N} \rangle/d\phi|} = \sqrt{\frac{(a - b)^2 \sin^2(\varphi) + b \cos^2 \left( \frac{\varphi}{2} \right) + a \sin^2 \left( \frac{\varphi}{2} \right)}{\frac{(a - b)^2}{4} \sin^2(\varphi)}}. \tag{1.35}
$$

Note that in the case of very strong coherent states, such that $a(a + 1) \approx a^2$ and $b(b + 1) \approx b^2$, Equation 1.35 approaches the spin-projection noise limit of $\frac{\Delta \hat{N}}{|d\langle \hat{N} \rangle/d\phi|} = 1$. 
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For the case \( \varphi = \pi/2 \), the sensitivity is optimized, yielding

\[
\frac{\Delta \hat{N}}{d \langle \hat{N} \rangle} = \sqrt{\frac{(a-b)^2}{4} + \frac{a+b}{2}} = \sqrt{1 + \frac{2(a+b)}{(a-b)^2}}.
\]  

(1.36)

We identify \( C = \frac{a-b}{a+b} \) as the measurement contrast, (i.e., the fringe visibility), and \( n_{\text{avg}} = \frac{a+b}{2} \) as the average number of photons collected per measurement (per spin, if the measurement is on an ensemble). The contrast \( C \) depends on the degree of initial polarization of the spin state and the readout duration. Although sub-optimal NV\(^-\) spin initialization and readout times \( t_I \) and \( t_R \) can degrade the value of \( C \), it is henceforth assumed that \( t_I \) and \( t_R \) are optimized to avoid this effect.

Neglecting contrast degradation due to loss of spin coherence, the sensitivity for a Ramsey measurement on a single spin with both photon shot noise and spin-projection noise is given by

\[
\eta_{\text{opt}} = \delta B_{\text{opt}} \sqrt{t_{\text{meas}}} = \frac{1}{\gamma_e \sqrt{\tau}} \sqrt{1 + \frac{1}{C^2 n_{\text{avg}}}}.
\]

(1.37)

When sensing with an ensemble of \( N \) independent spins, the sensitivity is given by

\[
\eta_{\text{opt, ensemble}} = \frac{\eta_{\text{opt}}}{\sqrt{N}}.
\]

(1.38)

In conventional NV\(^-\) optical readout, the \( 140 - 200 \) ns [98, 99, 23] spin-singlet cascade lifetime and limited differences in \( m_s = \pm 1 \) and \( m_s = 0 \) decay behavior ensures that contrast is low (\( \leq 15\% \)). Moreover, the number of photons \( n_{\text{avg}} \) collected per spin is limited by the ratio of the optical cycling rate to the singlet-state decay rate to be \( \approx 15 \) [3, 100], and is often much less due to imperfect collection efficiency. Thus, \( C^2 n_{\text{avg}} \ll 1 \), and shot noise becomes the dominant contribution to the magnetic field sensitivity, with

\[
\eta_{\text{shot}} \approx \frac{1}{\gamma_e C \sqrt{n_{\text{avg}}}}.
\]

(1.39)
and

$$\gamma_{\text{shot}}^{\text{ensemble}} \approx \frac{1}{\gamma_e} \frac{1}{C \sqrt{N n_{\text{avg}} \tau}}.$$  \hfill (1.40)

In general, we quantify the added noise to a magnetic field measurement from photon shot noise or other imperfect readout with the parameter $\sigma_R$ \cite{101}, such that $\sigma_R = 1$ corresponds to readout at the spin projection limit. This parameter is the inverse of the measurement fidelity: $F \equiv 1/\sigma_R$. For readout in the presence of photon shot noise as described above, the value of $\sigma_R$ is given by \cite{3, 101}

$$\sigma_R = \sqrt{1 + \frac{2(a + b)}{(a - b)^2}} \hfill (1.41)$$

$$= \sqrt{1 + \frac{1}{C^2 n_{\text{avg}}}}.$$ \hfill (1.42)

This is a useful parameter to consider when seeking to improve magnetic field sensitivity, as it quantifies how far the sensitivity is from the standard quantum limit.

### 1.5.4 Sensitivity accounting for overhead time

The sensitivity equations above have neglected any optical initialization or readout time $t_I$ and $t_R$, as well as the finite duration of the two $\pi/2$-pulses of the Ramsey sequence. Grouping all of these factors into an experimental dead time $t_O$, we find the sensitivity factor for $M$ measurements each with sensing time $\tau$ over a total time $t_{\text{meas}}$ is $\sqrt{1/M} = \sqrt{(\tau + t_O)/t_{\text{meas}}}$, yielding a sensitivity limited by shot noise and spin-projection noise of

$$\eta_{\text{opt}} = \delta B_{\text{opt}} \sqrt{t_{\text{meas}}} = \frac{\sigma_R \sqrt{(\tau + t_O)/\tau}}{\gamma_e \tau}.$$  \hfill (1.43)

### 1.5.5 Sensitivity accounting for loss of phase coherence

A third factor that degrades the sensitivity and limits the optimal free-precession time $\tau$ of a measurement sequence is loss of spin phase coherence. For Ramsey-type pulsed magnetometry, (i.e., with no spin echo), the dephasing occurs with characteristic time
$T_2^*$ (see Chapter 2) so that $\eta$ is deteriorated by the factor

$$\frac{1}{e^{-(\tau/T_2^*)^p}},$$

(1.44)

where the value of the stretched exponential parameter $p$ depends on the origin of the dephasing (see Section 2.1.6). NV$^-$ spin resonance lineshapes with exactly Lorentzian profiles correspond to dephasing with $p = 1$, and spin resonance lineshapes with Gaussian profiles correspond to $p = 2$ (see Section 2.1.4).

We note that this factor degrades both the shot-noise and spin-projection-noise terms in the measurement sensitivity $\eta_{\text{opt}}$, and thus it must be included explicitly rather than incorporated into $C$. Thus, we should modify the Equations 1.37 - 1.43 by the expression in Equation 1.44, while noting that the value of $T_2^*$ typically differs for measurements on single NV$^-$ centers compared to ensembles.

Finally, substituting $g_e \mu_B / h$ for the NV$^-$ electron spin gyromagnetic ratio $\gamma_e$ and generalizing to account for the possible use of the full spin-1 nature of the NV$^-$ center, where the $m_s$ states used for the interferometry measurement can differ by $\Delta m_s = 2$ at most, the sensitivity for a Ramsey-type NV$^-$ broadband ensemble magnetometer [102] is written as

$$\eta_{\text{ensemble, Ramsey}} \approx \frac{\hbar}{g_e \mu_B} \times \frac{1}{\Delta m_s} \times \frac{1}{\sqrt{N}} \times \frac{1}{e^{-(\tau/T_2^*)^p}} \times \frac{\sqrt{\tau + t_O}}{\tau},$$

(1.45)

Again, in the limit of measurement contrast $C \ll 1$ and when the number of photons collected per NV$^-$ center per optical readout is much less than 1, $\sigma_R$ is dominated by photon shot noise and can be approximated as $\sigma_R \approx \frac{1}{e^{\sqrt{N}} n_{\text{avg}}}$. Defining $N = N n_{\text{avg}}$ to be the average number of photons detected per measurement from the ensemble of $N$ NV$^-$ centers yields the following shot-noise-limited sensitivity equation for a Ramsey scheme [103]:

$$\eta_{\text{ensemble, shot, Ramsey}} \approx \frac{\hbar}{g_e \mu_B} \frac{1}{\Delta m_s} \frac{1}{C e^{-(\tau/T_2^*)^p} \sqrt{N}} \frac{\sqrt{\tau + t_O}}{\tau}.$$

(1.46)
Henceforth we assume broadening mechanisms produce Lorentzian lineshapes, so that $p = 1$. For negligible $t_O$, the optimal measurement time is $\tau = T_2^*/2$, whereas for $t_O \gg T_2^*$, the optimal $\tau$ approaches $T_2^*$ (see Section 2.1.7). Equation 1.46 illustrates the benefits attained by increasing the dephasing time $T_2^*$, the measurement contrast $C$, the number of NV$^-$ spin sensors $N$, and the average number of photons detected per NV$^-$ per measurement $n_{\text{avg}}$. Table 1.5.1 depicts example values of $\sigma_R$ and $N$ achieved using conventional optical readout in pulsed and CW magnetometry measurements, with both single NV$^-$ centers and ensembles. At present, conventional optical readout is insufficient to reach the spin projection limit for both single- and ensemble-NV$^-$ sensors.

In addition to Ramsey-type methods, other protocols allow measurement of DC magnetic fields. These alternative methods, including continuous-wave and pulsed optically detected magnetic resonance, offer reduced sensitivity compared to Ramsey-type sequences (for a fixed number of NV$^-$ centers addressed), as discussed in the following sections.

### 1.5.6 Readout SNR analysis from NV$^-$ rate equations

Here we numerically solve a system of equations approximating the NV$^-$ dynamics under optical excitation. We investigate the effect of excitation intensity on peak readout SNR and optimal readout pulse duration for Ramsey magnetometry sequences. As depicted in Figure 1.5.4, we describe the NV$^-$ electronic and spin energy levels and their transition dynamics by a simplified 5-level system, where Levels 1 and 2 represent the $m_s = 0$ and $m_s = \pm 1$ ground states ($^3A_2$), Levels 3 and 4 represent the $m_s = 0$ and $m_s = \pm 1$ electronic excited states ($^3E$), and Level 5 represents the singlet state manifold ($^1A_1 \rightarrow ^1E$). We assume decay rates consistent with those measured in Refs. [111, 98, 99], which are reproduced in Table 1.7.1. The triplet excited state decay rates from Level 4 to 2 and from 3 to 1 are taken to be $\Gamma = 67 \, \mu s^{-1}$. We assume no direct decay from Level 4 to 1 or from 3 to 2. Decay rates to and from Level 5 are expressed in terms of $\Gamma$ by pre-factors $\kappa_{i,j}$, where $\kappa_{4,5} = 1$, $\kappa_{3,5} = 1/7$, $\kappa_{5,2} = 1/50$, and $\kappa_{5,1} = 1/25$ based on approximate averages of the rates reported in Table 1.7.1.
Figure 1.5.3: Overview of Ramsey, CW-ODMR, and pulsed ODMR magnetometry protocols. a) Schematic of Ramsey magnetometry protocol. b) Cartoon of free induction decay associated with a Ramsey protocol versus free precession time \( \tau \). Fringes exhibit contrast \( C_{\text{Ramsey}} \) and decay exponentially with dephasing time \( T_{2}^{*} \).

c) Schematic of CW-ODMR sensing protocol. d) Cartoon of CW-ODMR spectrum with contrast \( C_{\text{CW}} \) and linewidth \( \Delta \nu \). e) Schematic of pulsed ODMR sensing protocol with MW \( \pi \)-pulse time \( \tau_{\pi} \sim T_{2}^{*} \). f) Cartoon of pulsed ODMR spectrum with contrast \( C_{\text{pulsed}} \) and linewidth \( \Delta \nu \sim 1/(\pi T_{2}^{*}) \).
Table 1.5.1: Example literature values for readout schemes employing conventional optical readout or alternative techniques. The parameter $\sigma_R$ characterizes the factor above spin projection noise and $N$ is the average number of photons collected per measurement. Conventional NV$^-$ readout is unable to reach the spin projection limit ($\sigma_R = 1$), whereas alternative schemes can allow readout to approach this limit. The best demonstrated pulsed readout methods with ensembles are presently $\sim 100 \times$ away from the spin projection limit. The symbol † denotes non-pulsed schemes for comparison, and dashed lines (-) indicate values not reported (or not applicable to non-pulsed schemes).

Figure 1.5.4: Five-level energy diagram for NV$^-$ rate equations
We solve the following system of first-order differential equations:

\[
\begin{align*}
\frac{d n_1(t)}{d t} &= -s n_1(t) + n_3(t) + \kappa_{51} n_5(t) \quad (1.47) \\
\frac{d n_2(t)}{d t} &= -s n_2(t) + n_4(t) + \kappa_{52} n_5(t) \quad (1.48) \\
\frac{d n_3(t)}{d t} &= s n_1(t) - (1 + \kappa_{35}) n_3(t) \quad (1.49) \\
\frac{d n_4(t)}{d t} &= s n_2(t) - (1 + \kappa_{45}) n_4(t) \quad (1.50) \\
\frac{d n_5(t)}{d t} &= \kappa_{35} n_3(t) + \kappa_{45} n_4(t) - (\kappa_{51} + \kappa_{52}) n_5(t), \quad (1.51)
\end{align*}
\]

assuming population originates entirely in either Level 1 or Level 2. Here \( n_i(t) \) is the population in Level \( i = 1 : 5 \) at time \( t \), and \( s = I/I_{\text{sat}} \) is the saturation parameter with \( I_{\text{sat}} \) determined by \( \Gamma \) and the NV\(^{-} \) absorption cross section at 532 nm \([112]\). We solve the equations for a range of saturation parameters from \( s = 10^{-4} \) to \( s = 10^2 \). For each of the two initial conditions, we find the PL emission rate \( R(t) \) as

\[
R(t) = \Gamma [n_3(t) + n_4(t)]. \quad (1.52)
\]

Defining \( R_1(t) \) and \( R_2(t) \) as the PL rate with the initial population in Levels 1 and 2 respectively, we extract the integrated shot-noise-limited readout SNR as a function of \( t \):

\[
\text{SNR}(t) = \frac{\int_0^t (R_1(t) - R_2(t)) \, dt'}{\sqrt{\int_0^t \frac{1}{2} (R_1(t) + R_2(t)) \, dt' \int_0^t \frac{1}{2} (R_1(t) + R_2(t)) \, dt'}}. \quad (1.53)
\]

Then, normalizing by the peak SNR for \( s = 1 \), we display the results for the investigated range of \( s \) in Figure 1.5.5.

Several trends are apparent. For each value of \( s \) there is an optimal readout duration, when PL contrast exists between the two solutions, before the spin state is repolarized. The optimal readout duration changes very little above \( s = 1 \) and then increases nearly inverse-linearly as \( s \) decreases. The peak SNR increases substantially between \( s = 0.1 \) and \( s = 10 \) and very little for higher intensities, as is expected from saturation. At \( s < 0.1 \), the peak SNR levels off.
Figure 1.5.5: Simulated photon-shot-noise-limited SNR versus readout duration for varying optical excitation intensity. SNR is calculated from Equation 1.53 and normalized by the peak value for $s = 1$.

Here we present an intuitive picture to describe these observations. For high-intensity, short-duration readout pulses, the time required for the NV$^-$ population to decay through the singlet state manifold limits the readout SNR. Higher laser power allows more photons to be collected from the cycling between the $m_s = 0$ ground and excited states, while the population initially in the $m_s = \pm 1$ states is shelved in the singlet manifold. More precisely, in the limit of high $s$, the maximum achievable SNR is limited by the ratio of the triplet optical cycling rate to singlet state decay rate. Meanwhile, at low excitation intensity, the SNR is not limited by this ratio but instead by the upper branching ratios into the singlet state manifold. For $s \ll 1$, each NV$^-$ center essentially never emits more than one photon from the $m_s = 0$ excited state during the singlet state lifetime, so a change in optical cycling rate (set by $s$) does not affect the peak readout SNR.

The implications for selecting a target value of $s$ when designing an ensemble-NV$^-$ magnetometer depends on which version of sensitivity is being optimized. Figure 1.5.6
shows the measurement-time-normalized SNR (proportional to the inverse magnetic field sensitivity) as a function of $s$. The calculation assumes an optimal readout time $t_R$ is chosen for each value of $s$ and accounts for overhead time $t_O$. We determine the total measurement time $\tau + t_O = +t_I + t_R$ by assuming optical initialization time $t_I = 3t_R$ and precession time $\tau = 1$ $\mu$s. We also divide all points by the time-normalized SNR for $s = 1$. In Figure 1.5.6a, the interrogation volume (i.e., the number of addressed NV centers in the ensemble) is held fixed. Here, like in Figure 1.5.5, the time-normalized SNR improves most between $s = 0.1$ and $s = 10$. This suggests that for fixed interrogation volume, or when volume-normalized sensitivity $\eta^V = \eta \sqrt{V}$ is to be optimized, operating with $s \gtrsim 1$ is optimal. By contrast, in Figure 1.5.6b the interrogation volume is not held fixed for each value of $s$; it is made to vary as $V \propto 1/s$ in order to model the case where optical power is held constant. For simplicity we assume uniform optical intensity over the interrogation volume for all values of $s$. In this case, the optimal time-normalized SNR occurs at $s \approx 0.1$, suggesting that when the sensitivity $\eta$ rather than $\eta^V$ is to be optimized and laser power is fixed, operating below optical saturation with a larger interrogation volume is preferable to operating with $s \gtrsim 1$.

Figure 1.5.6: Measurement-time-normalized SNR for fixed interrogation volume and fixed optical power. a) Simulated time-normalized SNR versus saturation parameter $s$ assuming sequence measurement time $\tau + 4t_R$ with the optimal value of $t_R$ from Figure 1.5.5 chosen for each value of $s$. b) Simulated time-normalized SNR for the same conditions as in (a) except allowing interrogation volume to increase as $1/s$, as would be possible with fixed optical power. Red dots mark calculated SNR values for investigated values of $s$, and black lines are interpolations intended to guide the eye.
1.6 Alternatives to Ramsey magnetometry

1.6.1 CW-ODMR

Continuous-wave optically detected magnetic resonance (CW-ODMR) is a simple and widely employed magnetometry method [113, 7, 100, 114, 111, 24, 25] wherein the MW driving and the optical polarization and readout occur simultaneously (see Figure 1.5.3c). Laser excitation continuously polarizes NV$^-$ centers into the more fluorescent $m_s = 0$ ground state while MWs tuned near resonance with one of the $m_s = 0 \leftrightarrow m_s = \pm 1$ transitions drive NV$^-$ population into the less fluorescent $m_s = \pm 1$ state, reducing the emitted light. A change in the local magnetic field shifts the ODMR feature with respect to the MW drive frequency, causing a change in the detected fluorescence, as illustrated in Figure 1.5.3d.

The shot-noise-limited sensitivity of an NV$^-$ magnetometer employing CW-ODMR is given by [100, 24]

$$\eta_{\text{CW}} = \frac{4}{3\sqrt{3}} \frac{h}{g_e \mu_B} \frac{\Delta \nu}{C_{\text{CW}} \sqrt{R}}$$

(1.54)

with photon detection rate $R$, linewidth $\Delta \nu$ and CW-ODMR contrast $C_{\text{CW}}$. The prefactor $4/(3\sqrt{3})$ originates from the steepest slope of the ODMR lineshape when assuming a Lorentzian resonance profile, and is achieved for a detuning of $\Delta \nu/2\sqrt{3}$ from the linecenter [115].

CW-ODMR is technically easier to implement than pulsed measurement schemes such as Ramsey and may yield sensitivities similar to Ramsey when a larger number of sensors are interrogated with the same optical excitation power [24]. However, CW-ODMR is not envisioned for many high-sensitivity applications for multiple reasons. First, CW-ODMR precludes use of pulsed methods to improve sensitivity, such as double-quantum coherence magnetometry (see Section 6.1.2), and many readout-fidelity enhancement techniques. Second, CW-ODMR methods suffer from MW and optical power broadening, degrading both $\Delta \nu$ and $C_{\text{CW}}$ compared to optimized Ramsey sequences. Optimal CW-ODMR sensitivity is achieved approximately when opti-
cal excitation, MW drive, and $T_2^*$ dephasing contribute roughly equally to the ODMR linewidth [100]. In this low-optical-intensity regime, the detected fluorescence rate per interrogated NV- center is significantly lower than for an optimized Ramsey scheme, which results in readout fidelities $\sim 10^3$ below the spin projection limit [24]. This low optical intensity requirement becomes more stringent as $T_2^*$ increases, meaning that CW-ODMR sensitivity largely does not benefit from techniques to extend $T_2^*$.

### 1.6.2 Pulsed ODMR

Pulsed ODMR is an alternative magnetometry method first demonstrated for NV- centers by Dréau et al. in Ref. [100]. Similar to Ramsey and in contrast to CW-ODMR, this technique avoids optical and MW power broadening of the spin resonances, enabling nearly $T_2^*$-limited measurements. In contrast to Ramsey magnetometry, however, pulsed ODMR is linearly sensitive to spatial and temporal variations in MW Rabi frequency. When such variations are minimal, pulsed ODMR sensitivity may approach that of Ramsey magnetometry without requiring high Rabi frequency [100], making the method attractive when high MW field strengths are not available.

In the pulsed ODMR protocol, depicted schematically in Figure 1.5.3e, the NV-spin state is first optically initialized to $m_s = 0$. Then, during the sensing time $\tau$, a resonant MW $\pi$-pulse is applied with duration equal to the sensing time, $\tau_\pi = \tau$, where the Rabi frequency $\Omega_R = \pi/\tau_\pi$. Finally, the population is read out optically. A change in the magnetic field detunes the spin resonance with respect to the MW frequency, resulting in an incomplete $\pi$-pulse and a change in the population transferred to the $m_s = \pm 1$ state prior to optical readout.

For a Lorentzian ODMR lineshape (see Sections 2.1.4 and 2.1.5), the expected shot-noise-limited sensitivity may be calculated starting from the shot-noise-limited CW-ODMR sensitivity given by Equation 1.54. For pulsed ODMR, the resonance profile is given by a convolution of the natural $T_2^*$-limited line profile and additional broadening from the NV- spin’s response to a fixed-duration, detuned MW $\pi$-pulse, as shown in Figure 1.6.1. When the sensing time $\tau_\pi$ is set to $\approx T_2^*$, these two broad-
ening mechanisms contribute approximately equally to the resonance linewidth \[100\]. Assuming \( \tau_\pi \approx T_2^* \), we write the pulsed ODMR linewidth \( \Delta \nu \) as \( \Delta \nu \approx \Gamma = 1/(\pi T_2^*) \) (see Figure 1.5.3f), while noting that this approximation likely underestimates the linewidth by \( \lesssim 2 \times \).

Choosing initialization and readout times \( t_I \) and \( t_R \) and sensing time \( \tau_\pi = T_2^* \) reduces the time-averaged photon collection rate \( R \) by the readout duty cycle \( t_R/(t_I + T_2^* + t_R) \). Then, defining \( N = R t_R \) to be the mean number of photons collected per optical readout cycle, defining the measurement overhead time as \( t_O = t_I + t_R \), and replacing \( C_{CW} \) with the pulsed-ODMR contrast \( C_{pulsed} \) yields the pulsed-ODMR sensitivity

\[
\eta_{pulsed} \approx \frac{8}{3\sqrt{3}} \frac{\hbar}{g_e \mu_B} C_{pulsed} \sqrt[3]{\frac{1}{N}} \frac{\sqrt{T_2^* + t_O}}{T_2^*}.
\] (1.55)

The value of \( C_{pulsed} \) under optimized conditions is expected to be higher than \( C_{CW} \) (for the same number of interrogated NV\(^-\) centers and same mean photon collection rate \( R \)) because pulsed ODMR enables use of high optical intensities that would degrade \( C_{CW} \) \[100\]. Although \( C_{pulsed} \) may approach the Ramsey contrast \( C_{Ramsey} \) (see Figure 1.5.3a,b), \( C_{pulsed} < C_{Ramsey} \) is expected in practice for several reasons: First, because the technique requires Rabi frequencies to be of the same order as the NV\(^-\) natural linewidth, the MW drive may be too weak to effectively address the entire inhomogeneously-broadened NV\(^-\) ensemble. Second, while the high Rabi frequencies \(~ 2\pi \times 10 \) MHz commonly employed in Ramsey sequences effectively drive all hyperfine-split NV\(^-\) transitions of \(^{14}\)NV\(^-\) or \(^{15}\)NV\(^-\) \[7\], the weaker \( \pi \)-pulses required for pulsed ODMR cannot effectively drive all hyperfine transitions with a single tone. Pulsed ODMR operation at the excited state level anticrossing \[100\] or utilizing multi-tone MW pulses \[116, 24, 117\] could allow more effective driving of the entire NV\(^-\) population and more optimal values of \( C_{pulsed} \). However, when multi-tone pulses are employed, care should be taken to avoid degradation of \( C_{pulsed} \) due to off-resonant MW cross-excitation, which may be especially pernicious when the natural linewidth (and thus MW Rabi frequency) is similar to the hyperfine splitting.

Although pulsed ODMR may sometimes be preferable to Ramsey, the technique
Figure 1.6.1: Pulsed ODMR spectra for various $\pi$-pulse durations $\tau_\pi$. When $\tau_\pi \ll T_2^*$, the ODMR lineshape is Fourier-broadened beyond the natural linewidth. When $\tau_\pi \gg T_2^*$ the photoluminescence (PL) contrast is diminished due to spin dephasing. Choice of $\tau_\pi \sim T_2^*$ (\(\approx 3\) $\mu$s here) allows nearly-$T_2^*$-limited linewidths while preserving PL contrast. From Ref. [100].
ultimately provides inferior sensitivity. Several factors of order $\sqrt{2}$, (which arise from a lineshape-dependent numerical prefactor [100], MW Fourier broadening, nonuniform ensemble driving, and hyperfine driving inefficiencies), combine to degrade the pulsed ODMR sensitivity with respect to that of Ramsey. Furthermore, unlike double-quantum Ramsey magnetometry (see Section 6.1.2), pulsed ODMR has not been experimentally demonstrated to mitigate line broadening from temperature fluctuations or other common-mode dephasing mechanisms. Hypothetical double-quantum analogs to pulsed ODMR [3, 104] might likely require, in addition to the sensing $\pi$-pulse, high-Rabi-frequency MW pulses to initialize the $|\pm 1\rangle$ superposition states similar to those employed for double-quantum Ramsey, which would negate pulsed ODMR’s otherwise attractive low MW Rabi frequency requirements.

A generalization of pulsed ODMR is Rabi beat sensing [118, 119], wherein the spins are driven through multiple Rabi oscillations during the field interrogation time. Under optimal conditions, Rabi beat magnetometry, like the specific case of pulsed ODMR, may exhibit sensitivity approaching that of Ramsey magnetometry. For the regime wherein the Rabi frequency $\Omega_R$ is large compared to the ODMR linewidth ($\sim 1/T^*_2$), sensitivity is optimized when the detuning is chosen to be similar to the Rabi frequency, ($\Delta \sim \Omega_R$), when the interrogation time is similar to the dephasing time, ($\tau \sim T^*_2$, see Section 2.1.7), and when $\tau$ is chosen to ensure operation at a point of maximum slope of the Rabi magnetometry curve. However, Rabi beat magnetometry is sensitive to spatial and temporal variations in the MW Rabi frequency $\Omega_R$ [97]. For high values of $\Omega_R$, MW field variations may limit the Rabi measurement’s effective $T^*_2$. Hence, practical implementations of Rabi beat magnetometry on NV- ensembles likely perform best when $\Omega_R \sim 1/T^*_2$, i.e., when pulsed ODMR is employed.

1.7 Parameters limiting sensitivity

Examination of Equation 1.45 reveals the relevant parameters limiting magnetic field sensitivity $\eta^{\text{ensemble}}_{\text{Ramsey}}$: (i) the dephasing time $T^*_2$; (ii) the readout fidelity $F = 1/\sigma_R$; (iii) the sensor concentration [NV-] and the interrogated diamond volume $V$, which to-
gether set the total number of sensors $N = [\text{NV}] \times V$; (iv) the measurement overhead time $t_O \approx t_I + t_R$; and (v) the relative precession rates of the two states comprising the interferometry measurement. Sensitivity enhancement requires improving one or more of these parameters. As we will discuss, parameters (i) and (ii) are particularly far from physical limits and therefore warrant special focus. In contrast, we believe prospects are modest for improving sensitivity by engineering parameters (iii), (iv), and (v). We note that the derivation of Equation 1.45 makes certain assumptions (e.g., the $N$ sensors are independent) that neglect additional elaborate approaches such as exploiting strong NV$^-$-NV$^-$ interactions via Floquet techniques and harnessing entanglement for sensing (see Section 6.3.4) [120].

1.7.1 Dephasing time $T_2^*$

In current realizations, dephasing times in application-focused broadband NV$^-$ ensemble magnetometers [24, 110, 55, 121] are typically $T_2^* \lesssim 1 \mu s$. Considering the physical limit $T_2^* \leq 2T_1$ [71, 72] where the longitudinal relaxation time is $T_1 \approx 6$ ms for NV$^-$ ensembles [15], a maximum $T_2^* \approx 12$ ms is theoretically achievable, corresponding to a sensitivity enhancement of $\approx 100\times$. Although the feasibility of realizing $T_2^*$ values approaching $2T_1$ remains unknown, general improvement of $T_2^*$ is believed to be an effective approach to enhancing sensitivity (see Section 2.1.1). While the stretched exponential parameter $p$ can provide information regarding the dephasing source limiting $T_2^*$, its value (typically between 1 and 2 for ensembles) does not strongly affect achievable sensitivity [81].

1.7.2 Readout fidelity

Increasing readout fidelity $F = 1/\sigma_R$ is another effective method to enhance sensitivity, as fractional fidelity improvements result in equal fractional improvements in sensitivity. With conventional 532 nm fluorescence readout, current NV$^-$ ensemble readout fidelities $F$ are a factor $\gtrsim 67\times$ removed from the spin projection limit $\sigma_R = 1$ [108], indicating large improvements might be possible. For comparison, mul-
Multiple readout methods employing single NV\textsuperscript{−} centers achieve $\mathcal{F}$ within $5\times$ of the spin projection limit, i.e., $\sigma_R < 5$ \cite{t32, t101, t106, t105, t122, t123} with Ref. \cite{t107} achieving $\sigma_R = 1.1$.

### 1.7.3 Overhead time

Although measurement overhead time can likely be decreased to $\sim 1 \mu$s, in the regime where $T_2^* \sim t_I + t_R$, maximum sensitivity enhancement is expected to be limited to order unity, e.g., $\lesssim 3\times$. See Section 2.1.1 for a more detailed discussion.

### 1.7.4 Precession rate

Use of the NV\textsuperscript{−} center’s full $S = 1$ spin can allow $\Delta m_s = 2$ in Equations 1.45 and 1.46, i.e., a $2\times$ increase in the relative precession rate of the states comprising the interferometry measurement compared to use of the standard $S = 1/2$ sub-basis (see Section 6.1.2) \cite{t104, t81}. However, further improvement is unlikely, as the NV\textsuperscript{−} spin dynamics are fixed.

### 1.7.5 Sensor number, sensor concentration, and interrogation volume

Increasing the number $N$ of interrogated NV\textsuperscript{−} centers by increasing either the interrogation volume or the NV\textsuperscript{−} concentration may be partially effective to improve magnetic field sensitivity. In this instance, the number of photons detected per measurement $N$ increases with the number of sensors $N$. However, a series of practical factors may hinder this strategy. Sensitivity enhancement exhibits sublinear scaling with $N$ and the associated number of photons detected per measurement $N$, i.e., $\eta \propto 1/\sqrt{N}$, making significant sensitivity improvements from increasing $N$ difficult. To date no demonstrated high sensitivity bulk NV-diamond magnetometer \cite{t24, t109, t110, t121} has utilized more than a few percent of the available NV\textsuperscript{−} in the diamond, suggesting limited utility for increasing sensor number $N$ in current devices. We expect increases
in $N$ to enable only modest sensitivity enhancements (e.g., $\leq 5\times$) over standard methods given the associated technical difficulties described herein.

Increasing $N$ necessarily also increases the minimum number of photons required for optical initialization. Assuming that each interrogated NV$^-$ center requires $m$ photons for optical initialization, each measurement is expected to require an energy of

$$E_{\text{init}} = N m \frac{hc}{\lambda},$$

(1.56)

where $h$ is Planck’s constant, $c$ is the speed of light and $\lambda$ is the excitation wavelength. If measurements are performed every $T_2^*$, the required mean power is

$$P_{\text{init}} = \frac{N m hc}{T_2^* \lambda}.$$ 

(1.57)

For example, initialization of all $1.76 \times 10^{14}$ NV$^-$ centers in a 1 mm$^3$ diamond with 1 ppm [NV$^-$] would require $E_{\text{init}} = 200$ µJ, using a crude guess of $m = 3$ (see Table 1.7.1). Assuming $T_2^* = 1$ µs, the required power is $P_{\text{init}} = 200$ W. Equation 1.57 illustrates that achieving a sensitivity improvement by increasing the NV$^-$ ensemble size will increase $P_{\text{init}}$ unless $T_2^*$ is increased as well. For experimental approaches employing an acousto-optic modulator to gate a CW laser, the required CW laser power will be higher, as many photons are wasted.

Another difficulty encountered when increasing the number of interrogated NV$^-$ centers $N$ (and thus detected photon number $N$) is that reaching the shot noise limit can become challenging for large values of $N$. For example, the absolute noise contributed by some systematic (not stochastic) noise sources scales linearly with the number of photons detected, i.e., $\propto k_1 N$, where $k_1 \ll 1$. In comparably proportional units, shot noise scales as $\propto \sqrt{N}$. For $N > \frac{1}{k_1^2}$, the systematic noise will be larger than shot noise. Primary examples of such noise sources include laser intensity noise in all implementations, timing jitter in the readout pulse length for Ramsey and pulsed ODMR, and MW amplitude noise in CW-ODMR.

While larger $N$ can be achieved either by increasing the NV$^-$ concentration or increasing the interrogation volume, both approaches exhibit distinct difficulties. In-
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Reference [111] [98] [99] [23]

Values reported 4 3 2 ensemble units

<table>
<thead>
<tr>
<th>NV⁻ centers probed</th>
<th>[111]</th>
<th>[98]</th>
<th>[99]</th>
<th>[23]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values reported</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>avg. (max, min)</td>
<td>67.9</td>
<td>66.16</td>
<td>64.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(63.2, 69.1)</td>
<td>(66.08, 66.43)</td>
<td>-</td>
<td>µs⁻¹</td>
</tr>
<tr>
<td>3E(mₘ = 0) → 3A₂(mₘ = 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>67.9</td>
<td>66.16</td>
<td>64.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(63.2, 69.1)</td>
<td>(66.08, 66.43)</td>
<td>-</td>
<td>µs⁻¹</td>
</tr>
<tr>
<td>3E(mₘ = ±1) → 3A₂(mₘ = ±1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3E(mₘ = 0) → 1A₁</td>
<td>5.7</td>
<td>11.1</td>
<td>11.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(5.2, 10.8)</td>
<td>(10.9, 11.2)</td>
<td>-</td>
<td>µs⁻¹</td>
</tr>
<tr>
<td>3E(mₘ = ±1) → 1A₁</td>
<td>49.9</td>
<td>91.8</td>
<td>80.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(48.6, 60.7)</td>
<td>(89.3, 92.9)</td>
<td>-</td>
<td>µs⁻¹</td>
</tr>
<tr>
<td>¹E→³A₂(mₘ = 0)</td>
<td>1.0</td>
<td>4.87</td>
<td>3.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.7, 1.5)</td>
<td>(4.75, 4.90)</td>
<td>-</td>
<td>µs⁻¹</td>
</tr>
<tr>
<td>¹E→³A₂(mₘ = ±1)</td>
<td>0.75</td>
<td>2.04</td>
<td>2.6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.4, 1.4)</td>
<td>(2.03, 2.13)</td>
<td>-</td>
<td>µs⁻¹</td>
</tr>
<tr>
<td>¹A₁ lifetime</td>
<td>-</td>
<td>144.5</td>
<td>178 ± 6</td>
<td>219 ± 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(144.3, 145.3)</td>
<td>ns</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.7.1: NV⁻ decay rates measured at room temperature. Averages over measured NV⁻ centers are weighted by reported uncertainties. Dashed lines (-) indicate values not reported. Branching ratios can be derived from the given data.

Increasing N by increasing the interrogation volume with fixed [NV⁻] may increase the diamond cost and creates more stringent uniformity requirements for both the bias magnetic field (to avoid degrading the dephasing time $T₂^*$) and the MW field (to ensure uniform spin manipulation over the sensing volume) [124, 125]. Furthermore, increasing interrogation volume is incompatible with high-spatial-resolution sensing and imaging modalities [50, 49, 48, 51, 126, 127, 13, 68].

Alternatively, increasing NV⁻ concentration necessarily positions NV⁻ spins (and all other nitrogen-related paramagnetic spins) closer together, which results in increased dipolar dephasing rates and shorter associated $T₂^*$ values. Mitigation of the dipolar dephasing requires employment of additional techniques (e.g., spin bath driving - see Section 6.1.3), adding experimental complexity. Otherwise, attempts to enhance sensitivity by increasing the NV⁻ spins may in practice result in equal or reduced sensitivity.
1.8 Conclusion

This chapter introduces broadband magnetic sensing with ensembles of NV- centers in diamond. Importantly, existing ensemble NV- quantum sensors exhibit sensitivities far from theoretical limits. We argue that pulsed Ramsey-type magnetometry protocols are superior to CW- and pulsed ODMR for improving sensitivity toward these limits. For CW-ODMR, the technique employed in Chapters 3 and 4, improving the magnetic field sensitivity is primarily accomplished through increasing the interrogation volume and associated number of sensor spins. Magnetometers pursuing this strategy quickly encounter technical constraints such as excitation power availability and photon-handling limits of electronics. Furthermore, as CW-ODMR requires lower excitation intensity than pulsed magnetometry, it does not allow high volume-normalized sensitivity. Meanwhile, Ramsey magnetometry can harness of additional strategies to improve both volume-normalized sensitivity and overall sensitivity, including extensions of the spin dephasing time $T_2^*$ and the spin readout fidelity. Nonetheless, CW-ODMR magnetometry is employed for the experiments in Chapters 3 and 4, as its implementation is technically simpler than pulsed magnetometry and it can yield reasonable sensitivity for fixed optical and microwave (MW) power in combination with high [NV-] and large interrogation volume.

Overall, the following chapters are all motivated by efforts to improve the magnetic field sensitivity of sensing and imaging devices based on ensembles of NV- centers in diamond. Chapter 2 examines the dephasing time $T_2^*$ and the mechanisms that limit its value and the associated achievable sensitivity. Chapters 3, 4, and 5 describe experiments where broadband magnetic sensitivity is both desired and demonstrated. Chapters 6 and 7 provide near-comprehensive surveys of methods for improving broadband magnetometry from DC to ~ 100 kHz. Finally, Chapter 8 synthesizes the findings from the previous chapters into an overarching strategy for optimizing broadband sensitivity of ensemble-NV- magnetometers.
Chapter 2

Inhomogeneous spin dephasing time

$T_2^*$

This chapter examines the NV$^-$ spin ensemble dephasing time $T_2^*$ and, to a lesser extent, the coherence time $T_2$. In particular, Section 2.1 defines $T_2^*$ and discusses its connections to and differences from other parameters of interest for quantum sensing. In particular, Section 2.1.1 motivates efforts to extend $T_2^*$ for improved magnetometer sensitivity; Section 2.1.2 distinguishes $T_2^*$ from the spin-echo coherence time $T_2$; Section 2.1.3 describes differences between $T_2^*$ for ensembles and for single spins; Sections 2.1.4 and 2.1.5, and 2.1.6 highlight connections between $T_2^*$ and the resonance linewidth for different common lineshapes, pointing out $T_2^*$ for NV$^-$ ensembles can be estimated from electron paramagnetic resonance (EPR) measurements of other spin defects; Section 2.1.6 connects the resonance lineshape to the stretched exponential parameter that characterizes the free-induction decay (FID) envelope; and Section 2.1.7 determines how the value of $T_2^*$ sets the optimal field interrogation time $\tau$ for a pulsed magnetometry measurement in the presence of overhead time $t_O$. Next, Section 2.2 characterizes various mechanisms contributing to NV$^-$ ensemble $T_2^*$, with Sections 2.2.1-2.2.4 investigating limits to $T_2^*$ and $T_2$ from dipolar interactions with specific paramagnetic species within the diamond. A majority of this chapter is adapted from Ref. [80].
2.1 What is $T_2^*$?

The parameter $T_2^*$ characterizes the decay of spin coherence associated with static or slowly varying inhomogeneities in a spin system. $T_2^*$ is commonly measured as the $1/e$ envelope decay time of a free induction decay (FID) experiment, measured by performing a series of Ramsey sequences with varying free precession time $\tau$ and tracing out the decay of the Ramsey fringes as $\tau$ is increased. The name $T_2^*$ originates from the NMR field, where the "star" is intended to distinguish it from the coherence time $T_2$, also called the transverse or spin-spin relaxation time, which can exceed $T_2^*$ by orders of magnitude [95, 81, 84]. Whereas $T_2$ decay characterizes loss of quantum coherence to the surrounding environment, the dephasing characterized by $T_2^*$ is not a true loss of quantum coherence but rather a more classical dephasing, either of constituent spins within an ensemble due to static field inhomogeneity, or of repeated measurements of the same spin, due to temporal environmental fluctuations over the course of an FID experiment. These distinctions are discussed in more detail in Sections 2.1.2 and 2.1.3.

2.1.1 Why investigate and extend $T_2^*$?

A promising approach to enhance DC sensitivity focuses on extending the dephasing time $T_2^*$ [81]. The effectiveness of this approach may be illustrated by close examination of Equations 1.45, 1.46. First, optimal sensitivity is obtained when the precession time $\tau$ is similar to the dephasing time $T_2^*$ (see Section 2.1.7), so that the approximation $\tau \sim T_2^*$ is valid for an optimized system. Therefore, for the simple arguments presented in this section, we assume that $T_2^*$ extensions translate to proportional extensions of the optimal $\tau$. When the dephasing time $T_2^*$ is similar to or shorter than the measurement overhead time ($T_2^* \lesssim t_O \equiv t_I + t_R$), which may be typical for Ramsey magnetometers employing ensembles of NV$^-$ centers in $[N^T] = 1$-20 ppm diamonds, the sensitivity enhancement may then be nearly linear in $T_2^*$, as shown in Figure 2.1.1.

The above outlined sensitivity scaling can be intuitively understood as follows:
when the free precession time is small relative to the overhead time, i.e., \( \tau \sim T_2^* \ll t_O \), doubling \( T_2^* \) (thus doubling \( \tau \)) results in twice the phase accumulation per measurement sequence and only a slight increase in the total sequence duration; in this limit, magnetometer sensitivity is enhanced by nearly \( 2 \times \). This favorable sensitivity scaling positions \( T_2^* \) as an important parameter to optimize when \( T_2^* \lesssim t_O \).

Typical NV\textsuperscript{-} ensemble \( T_2^* \) values are \( \sim 500 \) ns in \([N^T] \approx 20 \) ppm chemical-vapor-deposition-grown diamonds from Element Six, a popular supplier of scientific diamonds. Even when employing maximally optimistic values of \( t_I = 1 \) \( \mu \)s and \( t_R = 300 \) ns in Ramsey sequences performed on such ensembles, only roughly one quarter of the total measurement time is allocated to free precession. In this regime, as discussed above, the sensitivity scales as \( \sim 1/T_2^* \). Although values of \( t_I \) and \( t_R \) vary in the literature (see Table 2.1.1), the use of longer \( t_I \) and \( t_R \), which may achieve better spin polarization and higher readout fidelity, will only increase the relative sensitivity improvement from extending \( T_2^* \). Notably, initialization times are typically longer for NV\textsuperscript{-} ensembles than for single NV\textsuperscript{-} defects, as spatial non-uniformity in the optical intensity applied to the ensemble (e.g., with a Gaussian illumination profile) can be compensated for by increasing the initialization time [109].

Longer dephasing times \( T_2^* \) offer additional benefits beyond direct sensitivity improvement. For example, higher \( T_2^* \) values, leading to lower duty cycles for specific experimental protocol steps, may relax certain technical requirements. In a standard Ramsey-type experiment, the optical initialization and optical readout occur once per measurement sequence. Assuming a fixed mean number of photons are required to both spin polarize and read out the NV\textsuperscript{-} ensemble, the time-averaged optical power and resulting heat load are expected to scale as \( 1/T_2^* \). Reducing heat loads is prudent for minimizing temperature variation of the diamond, which couples to individual NV\textsuperscript{-} resonances like a spurious magnetic signal and may require correction (see Section 6.1.2). Minimizing heat load is also important for many NV-diamond sensing applications, particularly in the life sciences. Assuming a fixed overhead time \( t_O \), the realization of higher values of \( T_2^* \), and thus \( \tau \), necessitates processing fewer photons per unit time, which may relax design requirements for the photodetector front end.
Figure 2.1.1: Sensitivity enhancement scaling with dephasing time $T_2^*$ for a Ramsey-type magnetometer normalized to the same device with $T_2^* = 500$ ns. The different curves assume overhead times ($t_O = t_I + t_R$) of 1 μs (---), 10 μs (---), and 100 μs (---). The sensitivity enhancement is bounded by either the fractional $T_2^*$ improvement (—) or the square root (— —) of the fractional $T_2^*$ improvement. For simplicity the precession time $\tau$ is set to $T_2^*$. See Section 2.1.7 for details on determining the optimal precession time.

and associated electronics [128].

Extended $T_2^*$ times can provide similar benefits to the MW-related aspects of the measurement. A standard Ramsey-type measurement protocol employs a MW $\pi/2$-pulse before and after every free precession interval. If the length of each $\pi/2$-pulse is held fixed, the time-averaged MW power and resulting heat load will scale as $1/T_2^*$. Additionally, higher $T_2^*$ values can allow for more involved, longer-duration MW pulse sequences in place of simple $\pi/2$-pulses to mitigate the effects of Rabi frequency inhomogeneities [129, 130, 116] or allow for other spin-manipulation protocols. Finally, higher $T_2^*$ values could make exotic readout schemes that tend to have fixed time penalties experimentally feasible, such as spin to charge conversion readout [101] (see Section 6.2.1) and ancilla-assisted repetitive readout [131, 32] (see Section 6.2.3).
Table 2.1.1: Initialization and readout times in the literature used for conventional optical readout of NV⁻ defects. In general, NV⁻ ensembles require longer initialization times than single NV⁻ defects, in part to account for the often non-uniform optical excitation intensity applied to the ensemble [109]. Dashed lines (-) indicate values not reported.

2.1.2 \( T_2^* \) versus \( T_2 \)

Static and slowly-varying inhomogeneities limit \( T_2^* \) by causing different spins within an ensemble to precess at different rates. After a free precession interval of \( \sim T_2^* \) or longer, the spins have gone out of phase with one another. This dephasing, which is depicted in the second Bloch sphere in Figure 2.1.2, degrades the contrast of a measurement from the spin ensemble. However, if the dephasing results from fields that are static over the course of the measurement, it can be reversed by application of a \( \pi \)-pulse halfway through the free precession interval. In this protocol, called a spin echo or Hahn echo sequence [135], the \( \pi \)-pulse changes the direction of spin precession, such the phase accumulated due to static fields during the second half of the sequence cancels the phase from the first half. At the end of the sequence, the net phase accumulated by each NV⁻ spin due to static fields vanishes. Thus, spins in inhomogeneous fields rephase, producing a recovered signal termed a "spin echo" (Figure 2.1.2) The decay of this spin echo signal, which is characterized by the coherence time \( T_2 \), occurs over timescales typically one to two orders of magnitude longer.
than $T_2^*$ dephasing in diamond [95, 81, 84]. $T_2$ decay is caused by inhomogeneous fields that fluctuate over the course of a Hahn echo sequence, leading to phase accumulation not canceled by the central $\pi$-pulse. By design, the Hahn echo sequence and its numerous extensions [136, 137, 138] are insensitive to DC magnetic field signals and thus are typically employed for sensing AC signals, as discussed in Section 1.4.1. Meanwhile, the dephasing time $T_2^*$ is the relevant decay decay time for most DC sensing experiments.

![Figure 2.1.2](image)

**Figure 2.1.2**: Recovery of spin phase coherence with central $\pi$-pulse. Bloch sphere depiction of spin dephasing due to static field inhomogeneities (characterized by $T_2^*$) followed by application of a $\pi$ pulse at time $\tau/2$ and then spin rephasing at time $\tau$. The $\pi$-pulse cancels $T_2^*$ dephasing as well as sensitivity to static signal fields.

### 2.1.3 Ensemble and single-spin $T_2^*$

The dephasing time $T_2^*$ is defined differently for a single spin than for a spin ensemble. While an ensemble’s $T_2^*$ characterizes relative dephasing of the constituent spins, a single spin’s $T_2^*$ characterizes dephasing of the spin with itself, i.e., the distribution of phase accumulation from repeated measurements on the spin over time [139, 140]. Since this work focuses on ensemble-based sensing, single-spin dephasing times are herein denoted $T_2^*\{\text{single}\}$, while the term $T_2^*$ is reserved for ensemble dephasing times.

Values of $T_2^*\{\text{single}\}$ are affected by slow magnetic, electric, strain, and temperature fluctuations. Variations in the magnetic environment may arise from dipolar interactions with an electronic or nuclear spin bath. The strength of these fluctuations can vary spatially throughout a sample due to the microscopically nonuniform distribution of bath spins. As a result, different NV$^-$ centers in the same sample display
Figure 2.1.3: Contributions of individual spin resonances to the spin ensemble lineshape. The ensemble resonance lineshape (—) is broadened both by the distribution of line centers (left) and the distribution of linewidths (right) of the constituent spins (—, —). Different $T_2^\text{g(sing)}$ values [141, 142, 143, 140]. For example, an NV$^-$ spin in close proximity to several bath spins will experience faster dephasing than an NV$^-$ spin many lattice sites away from the nearest bath spin.

Although ensemble $T_2^\ast$ values are also influenced by spin-bath fluctuations, as discussed in Sections 2.2.1 and 2.2.3, an ensemble $T_2^\ast$ value is not equal to the most common value of $T_2^\text{g(sing)}$ within the ensemble. For one, the latter is limited by sources of zero-frequency noise that do not contribute to $T_2^\text{g(sing)}$, such as spatially inhomogeneous magnetic fields, electric fields, strain, or g-factors [139]. These inhomogeneities cause a spatially-dependent distribution of the single-NV$^-$ resonance line centers, which broadens the ensemble resonance line and thus degrades $T_2^\ast$. Figure 2.1.3 depicts broadening contributions to $T_2^\ast$ from both varying single-NV$^-$ line centers and varying single-NV$^-$ linewidths ($\propto 1/T_2^\text{g(sing)}$). The relative contribution to an ensemble’s $T_2^\ast$ value from these two types of broadening is expected to be sample-dependent. Although measurements in Ref. [140] on a collection of single NV$^-$ centers in a sparse sample found the distribution of line centers to be narrower than the median single-NV$^-$ linewidth, such findings are not expected to hold generally.

However, even in the absence of static field inhomogeneities, the spin-bath-noise-limited $T_2^\ast$ value of an ensemble is expected to be shorter than the most likely $T_2^\text{g(sing)}$ value, as the ensemble value is strongly influenced by the small minority of NV$^-$ cen-
ters with bath spins on nearby lattice sites [141]. In fact, theoretical calculations in Refs. [141, 144] reveal that single spins and ensembles interacting with surrounding spin baths exhibit free-induction-decay (FID) envelopes with different functional forms (see Sections 2.1.4 and 2.1.6), a result borne out by experiments [145, 84, 81]. In general, the ensemble $T_2^*$ value cannot be predicted from $T_2^*_{\text{single}}$ of any constituent spin [141], and application of single-spin measurements or theory to ensembles, or vice versa, should be done with great care.

2.1.4 Spin resonance linewidth and $T_2^*$

The quantity $T_2^*$, which characterizes the time scale of the free induction decay (FID), is inversely proportional to the natural spin resonance linewidth in the absence of power broadening. Exact conversion between $T_2^*$ and linewidth requires knowledge of the functional form of the FID or the resonance lineshape [146, 147]. Ramsey fringes decaying with an FID envelope $\propto e^{-t/T_2^*}$ indicate a Lorentzian spin resonance profile with full width at half maximum (FWHM) $\Gamma = \frac{1}{\pi T_2^*}$, as shown by the Fourier transform pair:

$$
\mathcal{F}_t[e^{2\pi if_0t}e^{-t/T_2^*}](f) = \frac{1}{\pi} \frac{1/2\pi T_2^*}{\left(1/2\pi T_2^*\right)^2 + (f - f_0)^2}
= \frac{1}{\pi} \frac{\Gamma/2}{(\Gamma/2)^2 + (f - f_0)^2},
$$

valid for $t \geq 0$, where $f_0$ is the Ramsey fringe frequency.

A Gaussian decay envelope $\propto e^{-(t/T_2^*)^2}$ corresponds to a resonance with a Gaussian profile, with standard deviation $\sigma = \frac{1}{\sqrt{2\pi T_2^*}}$ as shown by the Fourier transform pair:

$$
\mathcal{F}_t[e^{2\pi if_0t}e^{-(t/T_2^*)^2}](f) = \sqrt{\pi T_2^*} e^{-(\pi T_2^* (f - f_0))^2}
= \frac{1}{\sigma \sqrt{2\pi}} e^{-{(f-f_0)^2}/(2\sigma^2)}.
$$
2.1.5 Estimating $T_2^*$ from resonance linewidths of other spin defects

Figure 2.1.4: Relation between resonance width and free induction decay (FID) time for different lineshapes. Resonance derivatives (—), resonance profiles (—), and FID envelopes (—) for Lorentzian and Gaussian lineshape profiles with the same peak-to-peak widths $\delta$. Full-width-at-half-max linewidths $\Gamma$ and FID decay envelope times $T_2^*$ are indicated and expressed in terms of the peak-to-peak width $\delta$, a commonly reported parameter characterizing linewidth in electron paramagnetic resonance (EPR) data.

Although sensor performance is dictated by $T_2^*$ of the NV$^-$ ensemble, $T_2^*$ values of other paramagnetic defects within the diamond, such as substitutional nitrogen defects, can provide useful information on sources of NV$^-$ spin dephasing. Such $T_2^*$ values can be extracted from linewidth measurements, for example from electron paramagnetic resonance (EPR). Accurate conversion from EPR linewidth to paramagnetic-defect $T_2^*$ enables leveraging of existing diamond EPR data [148] to better understand the contributions of different noise sources to NV$^-$ ensemble $T_2^*$ values.

EPR linewidths are commonly tabulated by their peak-to-peak widths $\Delta B$, where $\Delta B$ denotes the magnetic field spacing between extrema of the resonance line first derivative [149]. In (linear) frequency units, this peak-to-peak width is $\delta = \frac{g\mu_B}{h} \Delta B$. Accurately relating $\delta$ and $T_2^*$ requires the resonance lineshape to be known [147].
example, a Lorentzian profile with full width at half maximum (FWHM) $\Gamma$, expressed in frequency units, has $\delta = \Gamma / \sqrt{3}$ and $\Gamma = \frac{1}{\pi T^2}$ (see Section 2.1.4). Combining these relations yields $T_{2,\text{Lor}}^* = \frac{1}{\sqrt{3} \pi \delta}$. A Gaussian lineshape with the same measured peak-to-peak linewidth $\delta$ has standard deviation $\sigma = \delta / 2$ and $\sigma = \frac{1}{\sqrt{2 \pi T^2}}$ (see Section 2.1.4). Thus, $T_{2,\text{Gau}}^* = \frac{\sqrt{2}}{\pi \delta}$, which is $\sqrt{6} \times$ longer than $T_{2,\text{Lor}}^*$. A visual comparison of these relationships is displayed in Figure 2.1.4.

Diamond EPR literature results may report values of $\delta$ without giving the associated resonance lineshape, preventing accurate determination of $T_{2}^*$ from $\delta$. For example, linewidth measurements in Ref. [148] on substitutional nitrogen defects $N^0_S$ in diamond indicate an inverse linear scaling of $T_{2}^* \{N^0_S\}$ with varying nitrogen concentration $[N^0_S]$, but the scaling factor relating the two quantities cannot be accurately determined without knowledge of the lineshape.

Theoretical and experimental results on dipolar-coupled spin systems suggest a Lorentzian resonance lineshape when spin-bath interactions are the dominant source of line-broadening [150, 146, 141, 144]. Furthermore, Ramsey measurements with NV- spin ensembles show FID envelopes well fit by $e^{-\left(t/T_{2}^*\right)^p}$ with $p \sim 1$, corresponding to a Lorentzian lineshape (see Section 2.1.6, Figure 2.1.4 and Ref. [81]) when $T_{2}^*$ is expected to be spin-bath limited.

### 2.1.6 Stretched exponential parameter

<table>
<thead>
<tr>
<th>Ramsey $T_{2}^*$ decay</th>
<th>$p$</th>
<th>Reference (experiment)</th>
<th>Reference (theory)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single NV-</td>
<td>2</td>
<td>[145]</td>
<td>[141, 139, 144]</td>
</tr>
<tr>
<td>NV- ensemble</td>
<td>1</td>
<td>[151, 81]</td>
<td>[141, 144]</td>
</tr>
</tbody>
</table>

Table 2.1.2: Stretched exponential parameters $p$ associated with free induction decay envelopes for single NV- centers and NV- ensembles in dipolar-coupled spin baths

Equations 2.1 and 2.2 show that the spin resonance lineshape can be parameterized by the stretched exponential parameter $p$ of the free induction decay (FID) envelope $e^{-\left(t/T_{2}^*\right)^p}$. We note that for the idealized case of a purely Lorentzian lineshape, $p = 1$, and for a purely Gaussian lineshape, $p = 2$. The exact ODMR lineshape
and value of $p$ are well characterized for single spins under a variety of environmental conditions [139, 143, 141, 145, 144]. For example, a single spin experiencing dipolar coupling to a surrounding bath of spins displays an FID envelope with stretched exponential parameter $p = 2$ [139, 141, 145, 144] (Gaussian ODMR lineshape, see Table 2.1.2 and Figure 2.1.4). Meanwhile, NV$^-$ ensembles with linewidth limited by dipolar coupling to a spin bath are predicted [141, 144] and measured [151, 81] to exhibit FID envelopes with $p = 1$ (Lorentzian ODMR lineshape, see Table 2.1.2 and Figure 2.1.4). However, experimental Ramsey measurements on NV$^-$ ensembles may sometimes exhibit decay envelopes with $p \neq 1$, suggesting the presence of other broadening mechanisms such as strain gradients, magnetic field gradients, or temperature fluctuations [81]. A noninteger $p$ for an ensemble may also indicate the presence of more complex dephasing and decoherence dynamics, including spatial inhomogeneity, than can be encompassed by a single decay time constant. In some cases the decay may be better described by a sum [152] or a product of multiple decay curves with different values of $T_2^*$ and $p$. For example, a product of two FID decays, one with $p = 1$ and one with and $p = 2$, corresponds to a Voigt profile lineshape. Allowing $p$ to vary when fitting FID envelopes crudely accounts for these sorts of lineshape variations while only requiring a single additional fit parameter. Therefore, Ramsey FID measurements exhibiting $1 \leq p \leq 2$ for some NV$^-$ ensembles may suggest contributions to the ODMR lines from both Lorentzian and Gaussian broadening mechanisms [81].

Hahn echo $T_2$ decays of single NV$^-$ spins have been predicted [139] and measured [95] to exhibit a stretched exponential parameter $p = 3$ when $T_2$ is limited by spin-bath noise. In contrast, Hahn echo decay envelopes for ensembles of NV$^-$ spins have been seen to exhibit $p$ varying from $\sim 0.5$ to $3$, depending on the dominant contributors to the spin bath and the bias magnetic field angle [153, 84].

### 2.1.7 Optimal precession time

The optimal precession time $\tau$ to achieve best Ramsey magnetometry sensitivity (Equation 1.46) depends on the value of the stretched exponential parameter $p$, the initialization time $t_I$, and the readout time $t_R$. By defining the overhead time per
measurement as \( t_O = t_I + t_R \), Equation 1.46 reduces to

\[
\eta x \frac{1}{e^{-(\tau/T^*_2)^p}} \sqrt{\frac{t_O + \tau}{\tau}}.
\]  

(2.3)

For \( t_O \ll T^*_2 \), sensitivity is optimized when \( \tau \approx T^*_2/2 \) for \( 1 \leq p \leq 2 \). Particularly, for \( t_O = 0 \) and \( p = 1 \) or \( p = 2 \) (see Section 2.1.6), sensitivity is exactly optimized for \( \tau = T^*_2/2 \). As \( t_O \) increases from zero, the optimal precession time increases as well, asymptotically approaching \( \tau = T^*_2 \) when \( t_O \gg T^*_2 \) for \( p = 1 \). Figure 2.1.5 shows the optimal precession time \( \tau \) for various combinations of \( p \) and \( t_O \). For clarity the optimal precession time is normalized to the dephasing time in the employed measurement basis (single or double quantum). Equation 2.3, and thus Figure 2.1.5, also apply for Hahn echo (Equation 6.1) with \( T^*_2 \) replaced by \( T_2 \) (see Section 6.1.1).

In practice, additional experimental factors warrant consideration when choosing the Ramsey free precession time \( \tau \). For example, because time-varying electric and magnetic fields and temperature may mask as dephasing mechanisms, the measured value of \( T^*_2 \) depends on the measurement duration. Thus, if the time required to measure the value of \( T^*_2 \) is significantly longer than the duration of a magnetic field measurement, field fluctuations may artificially reduce the measured value of \( T^*_2 \) compared to the value relevant for sensing. This spoiled \( T^*_2 \) measurement could lead to a suboptimal choice of \( \tau \) [81]. Therefore, care should be taken when choosing the appropriate free precession time \( \tau \) for a magnetometry experiment.
Figure 2.1.5: Optimal precession time $\tau$ for a pulsed magnetometry protocol. Contour plot shows precession time $\tau$ to achieved optimal sensitivity, in units of $T_2^*$, for different stretched exponential parameters $p$ and different overhead times $t_O$. 
2.2 Dephasing mechanisms and their limits to $T_2^*$

An NV$^-$ ensemble’s spin dephasing time $T_2^*$ can be qualitatively expressed as

$$\frac{1}{T_2^*} \approx \frac{1}{T^*_2\{\text{electronic spin bath}\}} + \frac{1}{T^*_2\{\text{nuclear spin bath}\}} + \frac{1}{T^*_2\{\text{strain gradients}\}} + \frac{1}{T^*_2\{\text{electric field noise}\}} + \frac{1}{T^*_2\{\text{magnetic field gradients}\}} + \frac{1}{T^*_2\{\text{temperature variation}\}} + \frac{1}{T^*_2\{\text{unknown}\}} + \frac{1}{2T_1}, \quad (2.4)$$

where the symbol notation $T^*_2\{X\}$ denotes the limit to $T_2^*$ solely due to mechanism X. Equation 2.4 assumes all mechanisms are independent and the associated dephasing rates add linearly. The second assumption is strictly only valid when all dephasing mechanisms lead to single-exponential free-induction-decay envelopes, (i.e., Lorentzian lineshapes); see Sections 2.1.4, 2.1.5, and 2.1.6. Here we briefly discuss each of these contributions to NV$^-$ ensemble dephasing, and in later sections we examine their scaling, and how each mechanism may be mitigated.

The electronic spin bath consists of paramagnetic impurity defects in the diamond lattice, which couple to NV$^-$ spins via magnetic dipolar interactions. The inhomogeneous spatial distribution and random instantaneous orientation of these bath spins cause dephasing of the NV$^-$ spin ensemble [143, 141, 81, 84]. Electronic spin bath dephasing can be broken down into contributions from individual constituent defect populations,

$$\frac{1}{T^*_2\{\text{electronic spin bath}\}} = \frac{1}{T^*_2\{N^0_S\}} + \frac{1}{T^*_2\{\text{NV}^-\}} + \frac{1}{T^*_2\{\text{other electronic spins}\}}. \quad (2.5)$$

Here $T^*_2\{N^0_S\}$ denotes the $T_2^*$ limit from dephasing by paramagnetic substitutional nitrogen defects $N^0_S$ ($S = \frac{1}{2}$), also called P1 centers, with concentration $[N^0_S]$ [154, 155, 156]. As substitutional nitrogen is a necessary ingredient for creation of NV$^-$ centers,
N\textsubscript{S} defects typically persist at concentrations similar to or exceeding NV\textsuperscript{-} (and NV\textsuperscript{0}) concentrations, and may account for the majority of electronic spin bath dephasing [81]. Section 2.2.1 examines $T_2^s\{N_0^0\}$ scaling with $[N_0^0]$. For NV-rich diamonds, dipolar interactions among NV\textsuperscript{-} spins may also cause dephasing of the ensemble, with associated limit $T_2^s\{NV\textsuperscript{-}\}$. Section 2.2.4 examines the $T_2^s\{NV\textsuperscript{-}\}$ scaling with $[NV\textsuperscript{-}]$ and other experimental parameters. In NV-rich diamonds, the neutral charge state NV\textsuperscript{0} $(S = \frac{1}{2})$ is also present at concentrations similar to $[NV\textsuperscript{-}]$ [157], and may also contribute to dephasing, with limit $T_2^s\{NV\textsuperscript{0}\}$. The quantity $T_2^s\{\text{other electronic spins}\}$ encompasses dephasing from the remaining defects in the electronic spin bath, such as negatively charged single vacancies [158], vacancy clusters [159, 160] and hydrogen-containing defects [161].

The quantity $T_2^s\{\text{nuclear spin bath}\}$ in Equation 2.4 describes NV\textsuperscript{-} ensemble dephasing from nuclear spins in the diamond lattice. In samples with natural isotopic abundance of carbon, the dominant contributor to nuclear spin bath dephasing is the $^{13}$C isotope $(I = \frac{1}{2})$, with concentration $[^{13}\text{C}] = 10700 \pm 800$ ppm [162], so that $T_2^s\{\text{nuclear spin bath}\} \approx T_2^s\{^{13}\text{C}\}$ [163, 17, 164, 144]. Other nuclear spin impurities exist at much lower concentrations and thus have a negligible effect on dephasing. The $T_2^s\{^{13}\text{C}\}$ scaling with concentration $[^{13}\text{C}]$ is discussed in Section 2.2.3 and can be minimized through diamond isotope engineering [17, 165].

Another major source of NV\textsuperscript{-} ensemble dephasing is non-uniform strain across the diamond lattice. Because strain shifts the NV\textsuperscript{-} spin resonances [56, 94, 166], gradients and inhomogeneities in strain may dephase the ensemble, limiting $T_2^s$. Strain may vary by more than an order of magnitude within a diamond sample [81], and can depend on myriad diamond synthesis parameters [167, 168]. For a given NV\textsuperscript{-} orientation along any of the [111] diamond crystal axes, strain couples to the NV\textsuperscript{-} Hamiltonian approximately in the same way as an electric field (though with a different coupling strength) [56, 169, 57] (see Appendix B for further discussion). Thus, the quantity $T_2^s\{\text{strain gradients}\}$ may be separated into into terms accounting for strain coupling.
along (||) and transverse to (⊥) the NV\(^-\) symmetry axis,

\[
\frac{1}{T_2^*\{\text{strain gradients}\}} = \frac{1}{T_2^*\{\text{strain}_||\}} + \frac{1}{T_2^*\{\text{strain}_⊥\}}. \tag{2.6}
\]

Application of a sufficiently strong bias magnetic field mitigates the transverse strain contribution to dephasing [94], (see Section 6.1.4), while the longitudinal contribution may be canceled by employing double-quantum coherence magnetometry (see Section 6.1.2).

Inhomogeneous and fluctuating electric fields also cause NV\(^-\) ensemble dephasing [94], with associated limit \(T_2^*\{\text{electric field noise}\}\). This dephasing source may also be broken down into components longitudinal and transverse to the NV\(^-\) symmetry axis, and the contributions can be suppressed by the same methods as for strain-related dephasing.

In addition, external magnetic field gradients may cause NV\(^-\) spin dephasing by introducing spatially-varying shifts in the NV\(^-\) energy levels across an ensemble volume, with associated limit \(T_2^*\{\text{magnetic field gradients}\}\). Design of uniform bias magnetic fields minimizes this contribution to NV\(^-\) ensemble dephasing, and is largely an engineering challenge given that modern NMR magnets can exhibit sub-ppb uniformities over their cm-scale sample volumes [116].

Even though \(T_2^*\) is considered the inhomogeneous dephasing time, homogeneous time-varying electric and magnetic fields may mask as dephasing mechanisms if these fields fluctuate over the course of multiple interrogation/readout sequences, in other words, if the fields are inhomogeneous in time. Such a scenario could result in the unfortunate situation where the measured value of \(T_2^*\) depends on the total measurement duration (see Section 2.1.7). By the same argument, temperature fluctuations and spatial gradients can also mask as dephasing mechanisms and can artificially limit the measured \(T_2^*\). Temperature variations cause expansion and contraction of the diamond crystal lattice, altering the NV\(^-\) center’s zero-field splitting parameter \(D\) \((dD/dT = -74 \text{ kHz/K} \, [91])\) and may also shift the bias magnetic field. Finally, we include a term in Equation 2.4 for as-of-yet unknown mechanisms limiting \(T_2^*\), and
note that $T_2^*$ is limited to a theoretical maximum value of $2T_1$ [71, 72].

Importantly, Equation 2.4 shows that the value of $T_2^*$ is primarily set by the dominant dephasing mechanism. Therefore, when seeking to extend $T_2^*$, one should focus on reducing whichever mechanism is dominant until another mechanism becomes limiting. Reference [170] aptly expresses the proper strategy as a “shoot the alligator closest to the boat” approach. For example, if the dephasing due to substitutional nitrogen is decreased by $\sim 10\times$ in a physical experiment, the improvement in $T_2^*$ may only be $2\times$ if, say, strain inhomogeneity becomes a limiting factor; at that point it becomes more fruitful to shift focus towards reducing strain-induced dephasing.

### 2.2.1 Substitutional nitrogen limit to $T_2^*$

In nitrogen-rich diamonds, the majority of electronic spins contributing to the spin bath originate from substitutional nitrogen defects, since $N_0^0$ may donate its unpaired electron to another defect $X$ and become spinless $N_0^+$, e.g., via the process [171],

$$N_0^0 + X^0 \leftrightarrow N_0^+ + X^-.$$ \hspace{1cm} (2.7)

In these samples, the electronic spin concentration is closely tied to the total concentration of substitutional nitrogen donors [$N_0^T$], and thus $T_2^*$ {electronic spin bath} is primarily set by [$N_0^T$]. In unirradiated nitrogen-rich diamonds, however, $N_0^0$ serves as the primary contributor to the electronic spin bath [81]. The $N_0^0$ contribution to dephasing obeys

$$\frac{1}{T_2^* [N_0^0]} = A_{N_0^0} [N_0^0]$$ \hspace{1cm} (2.8)

where [$N_0^0$] is the concentration of neutral substitutional nitrogen, and $A_{N_0^0}$ characterizes the magnetic dipole interaction strength between NV$^-$ spins and $N_0^0$ spins. The inverse linear scaling of $T_2^* [N_0^0]$ is supported by both theory [146, 3, 164, 172, 84], and experiment [81, 84, 148]. However, reported values of the scaling factor $A_{N_0^0}$ from theoretical spin-bath simulations vary widely; for example, Ref. [164] predicts $A_{N_0^0} = 56 \text{ ms}^{-1}\text{ppm}^{-1}$, whereas Ref. [172] predicts $A_{N_0^0} = 560 \text{ ms}^{-1}\text{ppm}^{-1}$, a $10\times$ dis-
crepancy. The authors of Ref. [81, 84] measure $T_2^s\{N^0_S\}$ on five samples in the range $[N^0_S] = 0.75 – 60$ ppm (see Figure 2.2.2) and determine $A_{N^0_S} = 101 \pm 12 \text{ ms}^{-1}\text{ppm}^{-1}$, such that for a sample with $[N^0_S] = 1$ ppm, $T_2^s\{N^0_S\} = 9.9 \pm 1.2 \mu$s. The experimental value of $A_{N^0_S}$ is consistent with numerical simulations in the same work [84]. The authors calculate the second moment of the dipolar-broadened single NV\(^-\) ODMR linewidth [146] for $10^4$ random spin bath configurations and, by computing the ensemble average over the distribution of single-NV\(^-\) linewidths [141], find good agreement with the experimental value $A_{N^0_S} = 101 \text{ ms}^{-1}\text{ppm}^{-1}$.

Electron paramagnetic resonance (EPR) measurements of nitrogen N$^0_S$ defects in diamond [148] from 63 samples also confirm the scaling $1/T_2^s \propto [N^0_S]$ and the approximate scaling constant $A_{N^0_S}$. Assuming a Lorentzian profile when converting peak-to-peak widths $\delta$ from Ref. [148] to $T_2^s$ values (as discussed in Section 2.1.5) yields $A_{N^0_S} \approx 130 \text{ ms}^{-1}\text{ppm}^{-1}$ for nitrogen spins in a nitrogen spin bath (see Figure 2.2.1). This calculated scaling factor is considered to be an upper bound because (i), a Gaussian or Voigt profile would result in a smaller value of $A_{N^0_S}$ than that calculated by assuming a Lorentzian profile, as $1/T_{2\text{Gau}}^s = 1/(\sqrt{6} \times T_{2\text{Lor}}^s)$; and (ii), other sources of broadening may contribute to the EPR linewidths observed in Ref. [148]. In the latter case the true contribution to dephasing from dipolar interactions between N$^0_S$ spins would be smaller than that estimated from the measured $\delta$. Nitrogen-spin-bath induced dephasing of N$^0_S$ and of NV\(^-\) are expected to be similar, as the dipolar coupling between two N$^0_S$ spins is similar to the dipolar coupling between a N$^0_S$ and an NV\(^-\) for equivalent separation [143]. Thus, the spin-bath-limited linewidth of nitrogen defects in diamond measured via EPR can serve as a proxy for the spin-bath limited linewidth of NV\(^-\) centers. The value of $A_{N^0_S} \approx 130 \text{ ms}^{-1}\text{ppm}^{-1}$ for N$^0_S$ from the data in Ref. [148] serves as an independent estimate of $A_{N^0_S}$ for NV\(^-\) centers in a nitrogen spin bath. This value is in good agreement with the measured $A_{N^0_S} \approx 101 \text{ ms}^{-1}\text{ppm}^{-1}$ for NV\(^-\) ensembles from Ref. [81].

In addition, the data in Ref. [148] suggest that dipolar dephasing contributions from $^{13}$C at natural isotopic abundance (10700 ppm [162]) and from substitutional nitrogen are equal for $[N^0_S] = 10.8$ ppm. The measured values of $A_{N^0_S}$ [81] and $A_{^{13}C}$
Figure 2.2.1: Bounds on $1/T_2^*$ associated with EPR linewidth measurements of $N_S^0$ defects (P1 centers) from Ref. [148] in diamonds with a range of nitrogen impurity concentrations, calculated assuming Gaussian (•) and Lorentzian (▲) EPR lineshapes. A fit to the function $1/T_2^* = A_{N_S^0}[N_S^0] + b$ assuming a Lorentzian lineshape (…) yields $A_{N_S^0} \approx 130 \text{ ms}^{-1}\text{ppm}^{-1}$ for nitrogen spins in a nitrogen spin bath (see main text).
(see Section 2.2.3) for NV- ensembles predict the two contributions to be equal at $N_S^0 = 10.3$ ppm, which is consistent to within experimental uncertainty.

When engineering diamond samples for broadband ensemble-NV- magnetometry, the grown-in nitrogen concentration should be chosen to optimize achievable sensitivity. Here we present a simple toy model to aid in selecting a target nitrogen concentration in diamond for this goal. The following discussion parallels the clear analysis presented in Ref. [173], which the reader is encouraged to review. Equation 2.4 can be simplified by grouping all non-nitrogen-related broadening mechanisms together, yielding

$$\frac{1}{T_2^*} = \frac{1}{T_2^*[N_S^0]} + \frac{1}{T_2^*[NV]} + \frac{1}{T_2^*[NV^0]} + \frac{1}{T_2^*[\text{other}]}; \quad (2.9)$$

where we have ignored typically less common defects in fully treated diamond (i.e., irradiated, annealed, etc.) such as NVH, N$_2$V, etc. [157]; and $T_2^*[\text{other}]$ denotes the $T_2^*$ limit from all non-nitrogen-related dephasing mechanisms. The above equation can be rewritten as

$$\frac{1}{T_2^*} = A_{N_S^0}[N^T][1 - E_{\text{conv}} - E_{\text{conv}}^0 - E_{\text{conv}}^{N_S^+}] + A_{NV^-}[N^T][E_{\text{conv}}]$$

$$+ A_{NV^0}[N^T][E_{\text{conv}}^0] + \frac{1}{T_2^*[\text{other}]} \quad (2.10)$$

where $E_{\text{conv}} \equiv [NV^-]/[N^T]$, $E_{\text{conv}}^0 \equiv [NV^0]/[N^T]$, and $E_{\text{conv}}^{N_S^+} \equiv [N_S^+]/[N^T]$ are the conversion efficiencies from the total nitrogen concentration $[N^T]$ to $[NV^-]$, $[NV^0]$, and $[N_S^+]$ respectively. The $A_X$ coefficients characterize the magnetic dipole interaction strength between NV- spins and spin species X. The value of $A_{N_S^0}$ is defined in Equation 2.8, the value of $A_{NV^-}$ is defined in Section 2.2.4, and in this section for reasons of compactness we do not differentiate between $A_{NV^-}$ and $A_{NV^0}$. The value of $A_{NV^0}$ is defined so that the NV- dephasing from NV$^0$ satisfies $1/T_2^*[NV^-] = A_{NV^0}[NV^0]$. Under the assumption that $E_{\text{conv}}$, $E_{\text{conv}}^0$, $E_{\text{conv}}^{N_S^+}$ are independent of $[N^T]$, consolidation yields

$$\frac{1}{T_2^*} = \kappa[N^T] + \frac{1}{T_2^*[\text{other}]}; \quad (2.11)$$
where $\kappa = A_{\text{NV}}[1 - E_{\text{conv}} - E_{\text{conv}}^{0} - E_{\text{conv}}^{N_S}^{+}] + A_{\text{NV}}[E_{\text{conv}}] + A_{\text{NV}}[E_{\text{conv}}^{0}]$. The detected number of PL photons per measurement is $N\times[N]E_{\text{conv}}Vn_{\text{avg}}$ where $V$ is the interrogation volume. For simplicity we consider the limit where initialization and readout times $t_I$ and $t_R$ are negligible, so that sensitivity is

$$
\eta = \sqrt{\frac{1}{NT_2^*}} = \sqrt{\frac{1}{E_{\text{conv}}Vn_{\text{avg}}} \times \sqrt{\kappa + \frac{1}{[N]T_2^*\{\text{other}\}}},}
$$

which suggests that for $[N] \gg \frac{1}{\kappa T_2^*\{\text{other}\}}$, sensitivity is independent of $[N]$. Qualitatively, this can be interpreted as follows: when $T_2^*$ is limited by nitrogen-related dephasing mechanisms (i.e., NV, NV$, N_0^0$, $N_0^S$), and again assuming $E_{\text{conv}}, E_{\text{conv}}^{0}$, and $E_{\text{conv}}^{N_S}$ are independent of $[N]$, decreasing $[N]$ increases $T_2^*$ by the same fractional quantity that the NV ensemble photoluminescence $N$ is decreased. However, when $T_2^*$ is limited by other broadening mechanisms unrelated to nitrogen, decreasing $[N]$ decreases the collected fluorescence $N$ without any corresponding $T_2^*$ increase. The implications here are significant: this analysis suggests that while there is not a unique value of $[N]$ for maximal sensitivity, there is a minimum value. In other words, if nitrogen-related broadening is a small contributor to $T_2^*$, the nitrogen content should be increased; the increased resulting PL will favorably offset the increase in $T_2^*$, resulting in overall enhanced sensitivity.

A few points are in order regarding the above analysis. Experimental considerations can also set an upper bound on the most desirable total nitrogen concentration $[N]$. For example, the larger detected photon number $N$ associated with higher values of $[N]$ can present technical challenges (see Section 1.7.5). Moreover, the above analysis considers the simple limit where the initialization and readout times are negligible; accounting for this fixed overhead time (see Equations 1.43, 1.45, and 1.46) favors trading off nitrogen concentration density for longer values of $T_2^*$, in order to reduce the fractional overhead time devoted to initialization and readout. Overall, combined experimental and theoretical considerations suggest that for best sensitivity nitrogen concentration should be decreased until nitrogen-related broadening is similar to broadening unrelated to nitrogen, i.e., $\kappa[N] \approx \frac{1}{T_2^*\{\text{other}\}}$. 
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2.2.2 Substitutional nitrogen limit to $T_2$

Although this dissertation primarily focuses on $T_2^*$-limited broadband DC sensing, with only passing discussion of AC sensing protocols (Section 6.1.1), measuring and understanding the Hahn echo coherence time $T_2$ can provide useful insights for characterization and evaluation of NV-diamond samples. For example, the value of $T_2$ in a given diamond sets a rough bound on the achievable $T_2^*$ for a ensemble-NV$^-$ sensor device employing that diamond. Therefore, here we discuss the limit to $T_2$ imposed by substitutional nitrogen spins in diamond.

Like the dephasing time $T_2^*$, the coherence time $T_2$ depends on the neutral substitutional nitrogen concentration $[\text{N}_S^0]$, which sets both the average dipolar-coupling strength between NV$^-$ and nitrogen bath spins, (i.e., $A_{\text{N}_S^0}[\text{N}_S^0]$ from Equation 2.8), as well as the average coupling strength between nitrogen bath spins [139, 174]. Furthermore, it can be shown that when nitrogen is the dominant decoherence mechanism, $T_2\{\text{N}_S^0\}$ depends inverse linearly on the nitrogen concentration $[\text{N}_S^0]$ [84], revealing a close relationship to $T_2^*\{\text{N}_S^0\}$. The dependence of $T_2\{\text{N}_S^0\}$ on $[\text{N}_S^0]$ was recently determined experimentally through NV$^-$ ensemble measurements on 25 diamond samples (see Figure 2.2.2b), yielding [84]

$$\frac{1}{T_2\{\text{N}_S^0\}} = B_{\text{N}_S^0} [\text{N}_S^0]. \quad (2.13)$$

Here, $B_{\text{N}_S^0} = 6.25 \pm 0.47 \text{ ms}^{-1}\text{ppm}^{-1}$, such that an NV$^-$ ensemble in a 1-ppm-nitrogen sample is expected to exhibit $T_2 \approx 160 \pm 12$ µs. The scaling in Equation 2.13 should also be compared to $T_2^*\{\text{N}_S^0\}$ (Equation 2.8), with $T_2\{\text{N}_S^0\}/T_2^*\{\text{N}_S^0\} = B_{\text{N}_S^0}/A_{\text{N}_S^0} \approx 17$.

A straightforward application of these results is the calibration of the total nitrogen spin concentration in diamond samples through $T_2^*$ measurements, $T_2$ measurements, or both, provided that nitrogen remains the primary source of dephasing and decoherence in such samples. Here, $T_2$ measurements should be advantageous over $T_2^*$ (or linewidth) measurement schemes, as the latter are more likely to be limited by non-nitrogen dephasing mechanisms [81].

Lastly, we note that the inverse linear scaling of $T_2^*\{\text{N}_S^0\}$ and $T_2\{\text{N}_S^0\}$ with $[\text{N}_S^0]$, as
Figure 2.2.2: Substitutional nitrogen spin bath contribution to ensemble-NV dephasing time \( T_2^* \) and coherence time \( T_2 \). a) Measured spin-bath contribution to \( T_2^* \) vs. nitrogen concentration measured by secondary ion mass spectrometry (SIMS) for five diamond samples. Fit yields \( 1/T_2^* (\text{N}_\text{S}^0) = A_{\text{N}_\text{S}^0} [\text{N}_\text{S}^0] \) with \( A_{\text{N}_\text{S}^0} = 101 \pm 12 \text{ ms}^{-1}\text{ppm}^{-1} \). b) Measured Hahn echo \( T_2 \) vs. nitrogen concentration for 25 diamond samples. Fit yields \( 1/T_2 (\text{N}_\text{S}^0) = B_{\text{N}_\text{S}^0} [\text{N}_\text{S}^0] \) with \( B_{\text{N}_\text{S}^0} = 6.25 \pm 0.47 \text{ ms}^{-1}\text{ppm}^{-1} \). Adapted from Ref. [84].
well as the hierarchy $T_2 \gg T_2^*$, are consistent with earlier EPR studies of N$_0^0$ nitrogen defects in nitrogen-rich diamonds [148, 175] and other comparable spin systems in silicon [176, 177]. A direct comparison of $T_2$ between the different spin systems, however, cannot easily be made and would require accounting for specifics of the different experimental techniques.

### 2.2.3 $^{13}$C limit to $T_2^*$

Dipolar coupling between NV$^-$ electronic and $^{13}$C nuclear spins can also limit $T_2^*$ [141, 17, 164, 144]. Reducing the $^{13}$C content below the natural abundance concentration $[^{13}$C] = 10700 ± 800 ppm ≈ 1.1% [162] through isotope engineering is the most direct way to mitigate this effect [17, 178, 81]. In the “dilute” spin limit where $[^{13}$C]/[^{12}C] ≪ 0.01 [150], the $^{13}$C dephasing contribution is well-approximated by

$$\frac{1}{T_2^{*\{^{13}$C\}}} = A_{^{13}$C}[^{13}$C],$$  

(2.14)

where $A_{^{13}$C}$ is a constant characterizing the magnetic dipole interaction strength between NV$^-$ spins and $^{13}$C nuclear spins, in accordance with theoretical predictions [141, 144, 146, 150]. Although experimental measurements relating $T_2^*$ to $[^{13}$C] are only available for single NV$^-$ centers [17, 179] and not for NV$^-$ ensembles, the scaling in Equation 2.14 is consistent with experimental findings in a similar ensemble spin system; EPR linewidth measurements on substitutional phosphorus spin ensembles in a $^{28}$Si crystal exhibit the same scaling for various dilute concentrations of $^{29}$Si [176, 180]. Figure 4b in Ref. [176] suggests that Equation 2.14 is approximately valid for $[^{29}$Si]/[^{18}$Si] ≤ 0.05, so it is feasible that $A_{^{13}$C}$ can be inferred from measurements on diamonds with natural $^{13}$C isotopic abundance where $[^{13}$C]/[^{12}C] ≈ 0.0107. We make this approximation henceforth.

While the value of $A_{^{13}$C}$ is not known precisely for NV$^-$ ensembles, $T_2^*$ measurements in diamond with natural $^{13}$C abundance set an approximate upper bound on $A_{^{13}$C}$, since necessarily $1/T_2^* > 1/T_2^{*\{^{13}$C\}}$. Figure 2.2.3 shows a Ramsey FID for a diamond with natural $^{13}$C abundance, which suggests $A_{^{13}$C}$ ≈ 0.100$ ms$^{-1}$ ppm$^{-1}$. 

With this value for $A_{13C}$, the expected limit for a 99.999% $^{12}$C isotopically enhanced diamond is $T_2^*\{^{13}\text{C}\} \approx 1\text{ ms}$, making dephasing due to $^{13}\text{C}$ nuclear spins negligible compared to other dephasing mechanisms (see Equation 2.4). Comparing $A_{13C}$ with the measured $A_{N_0} = 101\text{ ms}^{-1}\text{ppm}^{-1}$ for dephasing of NV$^-$ ensembles by substitutional nitrogen (see section 2.2.1), dephasing from natural abundance $[^{13}\text{C}] = 10700\text{ ppm}$ and substitutional nitrogen with concentration $[N_0^9] = 10.6\text{ ppm}$ should be equivalent, in good agreement with Ref. [148], which observes equivalence for $[N_0^9] \approx 10.8\text{ ppm}$. Conveniently, it is easy to remember that $T_2^*\{^{13}\text{C}\}$ is $1\text{ µs}$ for natural abundance $^{13}\text{C}$ diamond to better than 10%.

The bound on $A_{13C}$ derived above can be crudely confirmed utilizing a mix of theoretical predictions from Ref. [144] and data from Ref. [145]. The authors of Ref. [145] find the most probable $T_2^*$ for a single NV$^-$ center in natural isotopic diamond to be $T_2^{*\{\text{single,mp}\}} = 1.8 \pm 0.6\text{ µs}$ (measured in a 20 G bias field, Figure 4a in Ref. [145]). From relations in Ref. [144] we estimate $A_{13C} \approx 2.2A_{13C}^{\text{single,mp}}$, which yields $A_{13C} = 0.11 \pm 0.04\text{ ms}^{-1}\text{ppm}^{-1}$.

Our measured value $A_{13C} \approx 0.100\text{ ms}^{-1}\text{ppm}^{-1}$ is also in reasonable agreement with first-principles theoretical calculations by Ref. [144], suggesting $A_{13C} \approx 0.057\text{ ms}^{-1}\text{ppm}^{-1}$ for NV$^-$ ensembles in natural isotopic diamond in tens-of-gauss bias fields. Note that the experimental determination of $A_{13C}$ outlined in this section represents an upper bound on the true value of $A_{13C}$ in the dilute (dipolar-broadened) limit; if substantial broadening arises from Fermi-contact contributions in addition to dipolar interactions in natural abundance $^{13}\text{C}$ samples, or if $[^{13}\text{C}] = 10700\text{ ppm}$ does not qualify as the dilute limit [150, 146], the value of $A_{13C}$ given here will be overestimated.

Engineering diamonds for low $^{13}\text{C}$ content may be challenging [181, 182, 165]. The isotopic purity of a diamond grown by plasma-enhanced chemical vapor deposition (PE-CVD) is expected to be limited by the purity of the carbon source gas, which is most commonly methane (CH$_4$). However, diamonds grown with isotopically enriched methane may exhibit higher fractional $^{13}\text{C}$ content than the source gas due to extraneous carbon sources in the CVD chamber [182]. Nonetheless, Teraji et al. achieve $[^{12}\text{C}] = 99.998\%$ as measured by secondary ion mass spectrometry (SIMS) when using
Figure 2.2.3: $T_2^*$ measurement of a low-nitrogen-content diamond with natural abundance $[^{13}\text{C}] = 10700$ ppm to assess the $^{13}\text{C}$ contribution to dephasing. a) Double quantum Ramsey free induction decay (FID) (●) and associated fit (−) suggest $T_2^*$ is 445 ns in the double quantum basis. This data sets a bound $A_{^{13}\text{C}} < 0.105$ ms$^{-1}$ppm$^{-1}$. Correcting for the test diamond’s approximately known $[N_{0}^0]$ ≈ 0.5 ppm content allows further refinement to $A_{^{13}\text{C}} \approx 0.100$ ms$^{-1}$ppm$^{-1}$. b) Fourier transform of the FID shown in the top panel. The three peaks arise from hyperfine interactions associated with the NV$^-$ center’s $^{14}\text{N}$ nuclear spin $I = 1$ and exhibit intra-peak spacing double that of an equivalent single-quantum Ramsey measurement. The unbalanced peak heights are attributed to nuclear spin polarization induced by the 150 gauss bias magnetic field.
isotopically-enhanced methane with 99.999% $^{12}$C (i.e., $[^{13}$C] $\leq$ 10 ppm) [165, 183]. Although such isotopically enhanced methane is currently $10^3 - 10^4$ times more expensive than natural abundance CH$_4$, order unity conversion of the methane’s carbon content into diamond is attainable [165].

2.2.4 NV$^-$ limit to $T_2^*$

![Experimental ODMR spectra from the same NV$^-$ ensemble in different applied bias magnetic fields. The data shown here are recorded from an ensemble of $\sim 10^{12}$ $^{14}$NV$^-$ centers in the NV$^-$-rich diamond sample employed in Chapter 3. A bias field with a different projection on each of the four NV$^-$ crystallographic orientations separates the $m_s = 0 \leftrightarrow m_s = \pm 1$ spin resonances into distinct groups (---). A bias field that projects equally onto all four orientations overlaps the spin resonances (---, offset for clarity).](image)

Dipolar interactions among negatively-charged NV$^-$ centers may also limit the dephasing time $T_2^*$. Dephasing from NV$^-$-NV$^-$ interactions arises from NV$^-$ spins in both the same and different groups as the NV$^-$ centers used for sensing, where groups are defined as follows: NV$^-$ centers with approximately the same spin resonance frequency are considered to be in the same group, whereas spins with different resonance frequencies are in different groups [184]. Depending on the strength and angle of the applied bias field, the spin resonances of the four NV$^-$ orientations may be spectrally separated, or two or more may be overlapped, changing the fraction of NV$^-$ spins in
the same group (see Figure 2.2.4). The NV−-NV− dipolar contribution to $T_2^*$ is then given by

$$\frac{1}{T_2^*\{\text{NV}^-\}} = \frac{1}{T_2^*\{\text{NV}^-\}_\parallel} + \frac{1}{T_2^*\{\text{NV}^-\}_\perp}$$

$$= \varsigma_\parallel A_{\text{NV}_\parallel} \{\text{NV}^-\}_\parallel + \varsigma_\perp A_{\text{NV}_\perp} \{\text{NV}^-\}_\perp. \quad (2.15)$$

Here the constants $A_{\text{NV}_\parallel}$ and $A_{\text{NV}_\perp}$ characterize the dipolar interaction strength for pairs of NV− centers in the same group and different groups respectively; $\{\text{NV}^-\}_\parallel$ is the concentration of NV− spins in the group being used for sensing and $\{\text{NV}^-\}_\perp$ is the concentration of NV− spins in other groups, with $\{\text{NV}^-\}_\parallel + \{\text{NV}^-\}_\perp = \{\text{NV}^-_{\text{total}}\}$; and $\varsigma_\parallel$ and $\varsigma_\perp$ are dimensionless factors of order unity accounting for (imperfect) initialization of NV− centers [8]. For example, off-resonant NV− populations polarized into the spinless $m_s = 0$ state during initialization should not contribute to dephasing of the NV− centers used for sensing, giving $\varsigma_\perp \approx 0$.

Flip-flop interactions between NV− spins in different groups are off-resonant and are thus suppressed, whereas flip-flop interactions can occur resonantly between spins in the same group. The extra interaction terms in the dipole-dipole Hamiltonian for spins in the same group result in a slightly increased dephasing rate [146, 184]. Following Ref. [146], it is expected that $A_{\text{NV}_\parallel} = 3/2 A_{\text{NV}_\perp}$.

The lack of published data at present for $T_2^*\{\text{NV}^-\}$ in samples with varying NV− concentration prevents definitive determination of $A_{\text{NV}_\parallel}$ and $A_{\text{NV}_\perp}$. However, both terms can be estimated from the experimentally determined value of $A_{\text{NS}_3} = 101 \pm 12 \text{ ms}^{-1}\text{ppm}^{-1}$ [84], which describes the scaling of NV− ensemble $T_2^*$ with substitutional nitrogen concentration (see Section 2.2.1). Assuming an NV− electronic spin bath couples to NV− sensor spins with approximately the same strength as a substitutional nitrogen spin bath [143], and accounting for the higher spin multiplicity of NV− centers
compared to substitutional nitrogen spins \( S_{\text{NS}} = \frac{1}{2} \), we calculate [146]

\[
A_{\text{NV}_z} \approx \sqrt{\frac{S_{\text{NV}}(S_{\text{NV}} + 1)}{S_{\text{NS}}(S_{\text{NS}} + 1)}} A_{\text{NS}}
\]

\[
\approx \sqrt{\frac{8}{3}} A_{\text{NS}}
\]

\[
\approx 165 \text{ ms}^{-1} \text{ppm}^{-1}
\]

and find \( A_{\text{NV}_\parallel} = \frac{3}{2} A_{\text{NV}_z} \approx 247 \text{ ms}^{-1} \text{ppm}^{-1} \). Although the value of \( T_2^*\{\text{NV}^-\} \) depends on experimental conditions including optical initialization fraction (determining \( \varsigma_\parallel \) and \( \varsigma_\parallel \)) and bias magnetic field orientation (setting the ratio \([\text{NV}_\parallel]/[\text{NV}_\parallel] \)), the value of \( T_2^*\{\text{NV}^-\} \) for a given NV\(^-\) concentration is well approximated (up to a factor of order unity) by the dephasing time \( T_2^*\{N_{\text{NS}}^0\} \) for the same concentration of N\(^0\) spins.

Magnetometer operation in the NV\(^-\)-NV\(^-\) interaction limit may occur as the N-to-NV\(^-\) conversion efficiency \( E_{\text{conv}} \) approaches its theoretical limit of 50% [49, 185] (see Section 7.1). Under these circumstances, and when other sources of dephasing can be neglected - such as magnetic, electric, and strain gradients as well as \(^{13}\)C nuclear spins (see Section 2.2.3) and other paramagnetic defects (see Section 7.6) - the interaction among NV\(^-\) spins becomes the dominant source of dephasing. However, maximal N-to-NV\(^-\) conversion efficiency is not necessarily required to operate in the NV\(^-\)-NV\(^-\) interaction limit. When \( E_{\text{conv}} < 50\% \), dephasing due to other paramagnetic impurities may be reduced through spin bath driving techniques described in Section 6.1.3. Spin bath driving can also decouple the NV\(^-\) centers in different groups from the NV\(^-\) centers in the group used for sensing [81], mitigating the second term in Equation 2.15 \( (1/T_2^*\{\text{NV}^-\}) \), and leaving only the first term \( (1/T_2^*\{\text{NV}^-\}) \) as a fundamental limit to NV\(^-\) ensemble \( T_2^* \).

While this section has focused on the negatively charged NV\(^-\) center, NV centers are also present in the neutral charge state NV\(^0\) \( (S = \frac{1}{2}) \) (see Section 7.1). As NV\(^0\) has not been observed in its ground state in EPR, an effect tentatively attributed to resonance line broadening from dynamic Jahn-Teller distortion [186], magnetic noise created by NV\(^0\) may be reduced by a motional-narrowing-type effect to less than otherwise expected for a \( S = \frac{1}{2} \) defect (see Section 6.1.3). Consequently, the contri-
bution of NV$^0$ spins to dephasing of NV$^-$ spins, may be smaller than expected. What little, if any, NV$^+$ present in the sample is expected to be spinless (see Table 7.6.1) and should not contribute substantially to dephasing.

Recently, several protocols have been theoretically proposed to mitigate strong NV$^-$-NV$^-$ dipolar interactions and extend $T_2^*$ [170] or $T_2$ [187] while retaining magnetic field sensitivity. In addition, it has been proposed that under certain circumstances the NV$^-$-NV$^-$ dipolar interaction could enhance magnetometry sensitivity through enabling entanglement of multiple NV$^-$ centers [120] (see Section 6.3.4). Harnessing entanglement could enable superior scaling of measurement SNR with number of spins addressed $N$, exceeding the standard quantum limit SNR$\propto \sqrt{N}$ and approaching the Heisenberg limit, SNR$\propto N$. Controlled coupling of NV$^-$ spin pairs [188, 189, 190, 191, 192, 193] has been demonstrated; however, applying entanglement-enhanced techniques to larger ensembles is expected to be challenging.

2.3 Conclusion

Pulsed Ramsey-type magnetometers with NV$^-$ ensembles exhibit sensitivities limited by the spin dephasing time $T_2^*$, which presently remains orders of magnitude shorter than the physical limit of $2T_1$. The Ramsey magnetic field sensitivity improves nearly linearly with $T_2^*$ extension when the measurement overhead time is significant ($t_O \gtrsim T_2^*$), as is common for present-day ensemble-NV$^-$ magnetometers. Therefore, the understanding presented in this Chapter on limitations to $T_2^*$ in NV-rich diamonds lays important groundwork for improving magnetic field sensitivity. Not only does extending $T_2^*$ directly improve achievable sensitivity of conventional fluorescence-based readout, but it also allows readout-fidelity-enhancement techniques that require long overhead times to offer sensitivity improvements. (Chapter 6).

Among the factors limiting $T_2^*$ are magnetic-field, electric-field, and strain gradients. Ensemble-NV$^-$ $T_2^*$ values may also be limited by dipolar interactions with the diamond’s inhomogeneous paramagnetic spin bath. We determine the individual contributions to $T_2^*$ from substitutional nitrogen $N_S^0$ electronic spins (Section 2.2.1), $^{13}$C
nuclear spins (Section 2.2.3), and NV\textsuperscript{-} spins (Section 2.2.4). Recent experiments determine $T_2$- and $T_2^*$-dependencies on nitrogen concentration to better than 10\% [81, 84]. Chapters 6 and 7 employ insights from this chapter to guide analysis of strategies to extend $T_2^*$, increase spin readout fidelity, and improve the host diamond material properties.
Chapter 3

Optical magnetic detection of single-neuron action potentials using quantum defects in diamond

3.1 Introduction

A key challenge for neuroscience is noninvasive, label-free sensing of neuronal action potential (AP) dynamics with single-cell resolution. Magnetic field measurement provides a favorable alternative to existing electrical and optical neurosensing and neuroimaging methods, as neuronal APs pass largely unperturbed through biological tissue, allowing magnetic measurements of AP dynamics to be performed extracellularly or even outside intact organisms. To date, however, magnetic techniques for sensing neuronal activity have either operated at the macroscale with coarse spatial and/or temporal resolution - e.g., magnetic resonance imaging methods and magnetoencephalography [77] - or been restricted to biophysics studies of excised neurons probed with cryogenic or bulky detectors that do not provide single-cell spatial resolution and are not scalable to functional networks or intact organisms [194].

This chapter describes our demonstration of AP magnetic sensing with both single-neuron sensitivity and intact organism applicability using negatively-charged
nitrogen-vacancy (NV-) quantum defects in diamond, optically probed under ambient conditions and with the NV-diamond sensor in close proximity (~ 10 µm) to the biological sample. High-resolution magnetic field sensing [21] and imaging employing NV- centers has shown broad applicability to both physical [68] and biological [55, 50, 51, 32] systems under ambient conditions. For example, NV-diamond optically detected magnetic resonance (ODMR) has been used to image patterns of static magnetic fields produced by populations of living magnetotactic bacteria [50] and by immunomagnetically labeled tumor cells [51], with ~ 1 µm resolution and ~ 1 mm field of view.

Our technique applying NV- ensembles for neuronal current detection exhibits a unique combination of features: (i) it is noninvasive, as the light that probes the NV- sensors stays within the biocompatible diamond chip and does not enter the organism, enabling activity monitoring over extended periods; (ii) it is label-free and should be widely applicable to most organisms; (iii) it provides high spatial and temporal resolution, allowing precise measurement of the AP waveforms and magnetic field correlates of the conduction velocities of individual neurons; (iv) it directly determines AP propagation direction through the inherent sensitivity of NVs to the associated AP magnetic field vector; (v) it is applicable to neurons located within optically opaque tissue or whole organisms; and (vi) it is scalable and can be integrated with existing techniques such as wide-field and superresolution imaging.

We achieve a magnetic field sensitivity of 15 pT/√Hz from 80 Hz to ~ 3 kHz, which represents a 20× improvement over previous broadband NV-diamond magnetometers [121], and we also demonstrate operation with temporal resolution down to ~ 32 µs. We utilize this device to measure the time-dependent magnetic fields produced by single-neuron APs with signal-to-noise ratio (SNR) above 1 for a single event when using matched filtering. We demonstrate this method for excised single neurons from marine worm and squid, and then exterior to intact, optically opaque marine worms over extended periods and with no observed adverse effect on the animal. For each biological specimen, we typically acquire repeated AP magnetic field measurements, often over extended periods of time (hours). Multiple synchronized,
consecutive AP measurements ($N_{\text{avg}}$) can also be averaged together to increase the measurement SNR.

This chapter begins by introducing the NV-diamond magnetometer apparatus, next describes our single-neuron action potential measurements, and then discusses future projections for a next-generation NV-diamond magnetic imager capable of resolving magnetic fields from currents in mammalian neurons. Much of this chapter is adapted from Ref. [24].

## 3.2 The NV-diamond magnetic sensor

The work described in this chapter employs a simple, robust apparatus (Figure 3.2.1) with a magnetic field sensor consisting of a macroscopic, single-crystal diamond with a uniform 13 µm layer containing a high concentration (∼ $3 \times 10^{17}$ cm$^{-3}$) of NV$^-$ centers at the top surface. Biological specimens may be placed on or directly above the NV-enriched surface (Figure 3.2.1a), providing micron-scale proximity between the layer of NV$^-$ centers and the sources of magnetic field signals, in contrast to macroscale sensors used to sense neuronal magnetic fields or activity [194, 77, 195]. Microwaves (MWs) are applied to the NV$^-$ centers via a wire loop positioned above the diamond, with minimal observed perturbation to the specimen studied, 12 [196, 197, 24]). Laser radiation at 532 nm enters the diamond through its side facet at a sufficiently shallow angle as to undergo total internal reflection within the diamond crystal and avoid irradiating any living sample placed above the diamond (Figure 3.2.1b). The light excites the NV$^-$ centers, causing emission of photoluminescence (PL), which is imaged onto a photodiode. Continuous-wave ODMR magnetometry [100, 26] is used to detect the magnetic field of a propagating action potential (AP) as a time-varying shift in the center of the ODMR line, as described further in Section 3.2.2.

### 3.2.1 Device details

The diamond is an electronic grade ([N] < 5 ppb) single crystal chip, with rectangular dimensions 4 mm $\times$ 4 mm $\times$ 500 µm, grown using chemical vapor deposition
Figure 3.2.1: Experimental overview. a) Schematic image depicting bipolar azimuthal magnetic field associated with AP propagating from left to right. Red arrows indicate axial current through axon. Magnetic field (blue arrows) projection is detected by 13 µm-thick NV-‐rich layer on diamond substrate. (Inset) NV- center energy level diagram. b) Custom-built microscope for simultaneous magnetic sensing and conventional imaging of specimens. NV- centers are excited by 532-nm laser light oriented at grazing incidence to diamond top surface. Inverted aspheric condenser objective collects NV- PL. Magnet applies uniform 7-G bias field at diamond. Specimens are placed on top of diamond, and individual APs are stimulated by suction electrode and detected downstream via a pair of bipolar recording electrodes. For clarity, wire loop for MW delivery and axon clamp are not shown. c) Top, side, and axial views of NV-diamond sensor and specimen. Top view shows sensing region from which LIF is collected, as well as top-down projection of the four crystallographic NV- axes. AP magnetic field projects onto two NV axes perpendicular to specimen axis. Side view shows 532-nm laser light entering diamond at grazing angle and exciting NV-‐rich layer. Blue arrow depicts AP magnetic field; black arrows depict NV- axes.
Figure 3.2.2: Diamond mounting. a) Diamond mounting for excised axon experiments, as described in the text. b) Diamond mounting for live, intact worm experiments, as described in the text. MWs are applied through the 25 µm thick copper layer.
(CVD) by Element Six. The 13 µm thick top-surface NV\textsuperscript{-} sensing layer consists of 99.999\% \textsuperscript{12}C with 27 ppm \textsuperscript{14}N as evaluated by secondary ion mass spectroscopy, which is irradiated with 4.6 MeV electrons with $1.3 \times 10^{14}$ cm\textsuperscript{-2}s\textsuperscript{-1} flux for 5 hours and subsequently annealed in vacuum at 800 °C for 12 hours. The measured nitrogen-to-NV\textsuperscript{-} conversion efficiency is $\sim 6\%$. The diamond is cut so that the 500 µm × 4 mm faces are perpendicular to the [110] crystal axis. The sides are mechanically ground to an optical-quality polish. The diamond is mounted to a 2° diameter, 330 µm thick silicon carbide (SiC) heat spreader via thermal epoxy (Epotek H20E) as shown in Figure 3.2.2a. A 2 mm × 25 mm slot in the SiC provides access to the diamond surface for the dissected axon studies.

For NV\textsuperscript{-} magnetometry, the diamond sensor is illuminated by 2.75 - 4.5 W of 532 nm laser light (Coherent Verdi V-5) as shown in Figure 3.2.3b. Laser light is guided into the diamond via an in-house fabricated UV fused silica coupler, making a $\sim 3^\circ$ angle to the NV\textsuperscript{-} layer. A 13 µm thick and 1 mm wide reflective aluminum layer on the diamond surface blocks both excitation light scattered by surface defects and PL from impinging upon the specimen. A rare earth magnet (1” × 1” × 1” N42 K&J Magnetics) with south pole facing the diamond creates a bias magnetic field $B_0$ with equal projections of 7 gauss (0.7 mT) along the two NV\textsuperscript{-} axes perpendicular to the axon axis, shifting the MW resonance between the $m_s = 0$ and $m_s = +1$ sublevels to $\sim 2.89$ GHz.

Figure 3.2.3a shows a schematic of the MW setup. A commercial MW source (Agilent E8257D) outputs a single near-resonant frequency, which is square-wave modulated with frequency deviation $\omega_{\text{dev}} = 2\pi \times 360$ kHz at frequency $f_{\text{mod}} = 18$ kHz (Rigol DG1022U). The modulated MWs pass through an isolator (Teledyne Microwave T-2S73T-II) and a $-10$ dB coupler before mixing via a double balanced mixer (RELCOM M1G) with a 2.16 MHz sinusoidal waveform (Stanford Research Systems DS345). The coupled port of the $-10$ dB coupler is further attenuated by 6 dB and combined (Mini-Circuits ZX-10-2-42-S+) with the mixer output and then sent through a second -10 dB coupler. The coupled output is sent to a spectrum analyzer (Agilent E4405B) while the transmitted output is amplified (Mini-Circuits...
Figure 3.2.3: Microwave, laser, and light collection setup. a) MW generation, modulation, and delivery setup as described in the text. b) Laser setup as described in SI Appendix. c) Signal photodiode, reference photodiode, and downstream electronics and LIAs as described in the text.
ZHL-16W-43+), passed through another isolator (Teledyne Microwave T-2S73T-II), a circulator (Pasternack, PE 8401), and a high-pass filter (Mini-Circuits VHF-1200), before delivery to a square 5 mm × 5 mm × 5 mm loop located ≈ 2 mm above the diamond sensor. Slow variations in the NV- ODMR resonances, e.g., due to diamond temperature drift, are compensated with ≈ 0.4 Hz feedback to the MW frequency \( f_{\text{MW}} \). The ODMR features can also be used to continuously monitor the diamond substrate temperature in real time.

Typically 17 mW (and up to 28 mW) of PL from the NV-diamond is collected by a 1.4 numerical aperture (NA) aspheric aplanatic oil condenser (Olympus), passed through a 633 nm longpass filter (Semrock LP02-633RU-25), and imaged onto a biased photodiode (Thorlabs DET100A). The photodiode (PD) is powered by a 12 V lithium ion rechargeable battery and is terminated into the RF + DC port of a bias tee (Universal Microwave Component Corporation BT-1000-LS) with bandwidth 10 kHz - 1 GHz. The bias tee DC port is terminated by 50 Ω during experiments; whereas during optical alignment the port is monitored on an oscilloscope to optimize PL collection. The RF output of the bias tee is amplified by a low noise amplifier (RF Bay LNA-545) and then sent into a LIA (Stanford Research Systems SR850). The LIA gain setting is 200 mV, and the nominal time constant is 30 µs with a 24 dB/octave roll-off, yielding a measured 3 dB cutoff frequency of \( f_c = 3.6 \) kHz and a measured equivalent noise bandwidth (ENBW) of \( f_{\text{ENBW}} = 4.0 \) kHz. The LIA voltage output is expanded by 5× using the LIA expand function, digitized (National Instruments USB-6259) at 250 kHz, and then subsequently divided by 5. The temporary LIA signal expansion is employed to mitigate digitization noise. A \( \sim 1 \) nT magnetic field corresponds to a fractional change in the NV- PL of \( \Delta F/F \sim 10^{-6} \).

To mitigate correlated magnetic noise from the lab environment, the following procedure is adopted. A lock-in amplifier (Stanford Research Systems, SR830) generates a 60 Hz transistor-transistor logic (TTL) signal phase-locked to the 60 Hz, 120 volt facility supply power. Each pair of AP stimulations consists of one AP stimulation triggered after a fixed delay \( T_{\text{delay}} \) relative to a TTL rising edge (following the nominally desired trigger time) and another AP stimulation triggered after the
Figure 3.2.4: Magnetometer noise analysis and temporal resolution. a) Magnetometer signal $B(t)$ under experimental running conditions in the absence of a specimen, averaged for traces. No discernible pattern in the noise is present, suggesting that the magnetometer is free from correlated noise. b) Top: Measured real-time magnetic field time trace of 1 kHz square wave with 57 nT amplitude. Bottom: Same experimental setup as above, but highly averaged ($N_{\text{avg}} \sim 10^6$). Data analysis indicates a 10% - 90% rise time of $\tau_{10/90} = 32 \ \mu$s. For these data only, $f_{\text{mod}} = 60 \ \text{kHz}$, $\tau_{\text{LIA}} = 10 \ \mu$s nominally, and a 6 dB/octave roll-off is used, yielding a measured $f_{\text{ENBW}} = 33 \ \text{kHz}$. Data are FFT low-pass filtered at 45 kHz.

same fixed delay $T_{\text{delay}}$ relative to a TTL falling edge (following the nominally desired trigger time). The value of $T_{\text{delay}}$ for each pair of AP stimulations is randomly chosen without replacement from an even distribution from 0 to 1/60 seconds. Using this procedure, the magnetic noise is monitored and found to produce no discernible pattern after averaging for 75,000 stimulations under experimental conditions (except with no specimen), as shown in Figure 3.2.4a. Allan variance measurements of $B(t)$ taken up to a total measurement time of 100 seconds (with all $B(t)$ filtering off) are consistent with uncorrelated noise. Spurious magnetic signal from the current stimulation is typically well-separated in time from the AP magnetic signal, as shown in Figures 3.3.1d, and 3.3.5. Furthermore, as discussed below, the magnetometer operates within a factor of two of the predicted sensitivity limited by photon shot noise, which is itself an uncorrelated noise source.

To suppress laser intensity noise near $f_{\text{mod}}$, the 532 nm laser light is sampled and focused on a separate, reference PD (see Figure 3.2.3b, c). This PD and all
electronics (bias-tee, low-noise amplifier, LIA, input into data acquisition system) exactly duplicate the setup of the signal PD and accompanying electronics. The phase of the reference LIA is aligned with the phase of the signal LIA. We find that subtraction (rather than division) of the correlated noise is sufficient to reach the photon shot noise sensitivity limit in the absence of the MWs, in agreement with Ref. [109]. The detected signal is digitally filtered with an 80 Hz FFT high-pass filter, and with 1-Hz-wide notch stop filters at all 60 Hz harmonics through 660 Hz and at 30 other frequencies above 2 kHz. The experiment achieves sensitivity $\sim 50\%$ above the photon-shot-noise limit, which is discussed in the sensitivity section below.

For magnetic measurements of intact organisms, several changes are made to the experimental apparatus (see Figure 3.2.2b). An upgraded aluminum mount (larger than the mount for excised axons) is used to fit the large intact specimens (see Figure 3.3.2a). A SiC wafer with no slot is used as a heat spreader. The NV-diamond sensor is therefore offset from the worm exterior by a spacer of thickness 330 $\mu$m. MWs are delivered to a 25 $\mu$m thick copper foil layer directly on top of the diamond. The Olympus oil aspheric condenser is exchanged for a 0.79 NA air aspheric condenser (Thorlabs ACL25416U-B). Stained transverse sections in Figures 3.3.3a and b show a typical tissue thickness of $\sim 900$ $\mu$m from the center of the axon to the worm exterior [24], consistent with the literature [198, 199], although this distance is also noted [198] to be highly variable among different specimens and along a single organism’s length. The overall typical distance from the axon center to the diamond sensor is $\sim 1.2$ mm, consistent with the measured roughly four-fold magnetic signal reduction compared to excised worm axons, where the distance from axon center to NV$^-$ detector layer is typically $\sim 300$ $\mu$m.

Excitation-laser-induced heating of the diamond is measured via NV$^-$ ODMR frequency shifts to be 2.4 $^\circ$C/watt. During magnetometry operation, the diamond temperature is 21 $\pm$ 3 $^\circ$C. For studies of excised axons, which are placed directly against the diamond and thin aluminum layer, we estimate the sample temperature to be $\sim 21$ $^\circ$C. As the intact organisms measured in this work are separated from the diamond by the 330- $\mu$m-thick SiC heat spreader, their temperature during sensing is
lower, at \( \sim 10 \, ^\circ\text{C} \).

### 3.2.2 Magnetometry method

The experiments detailed in this chapter measure the magnetic field projection along the vector that equally projects onto two NV\(^-\) axes; hence the device operates as a vector projection magnetometer. AP magnetic fields are expected to encircle the axon and be directed perpendicular to the axon axis and also the direction of AP propagation. In the magnetometer configuration detailed in this work, the sensor records the component \( B_x \) the AP magnetic field parallel to the NV\(^-\) layer surface, and is most sensitive to APs from axons oriented on the diamond surface perpendicular to the x-axis. In this work the axons are oriented roughly linearly on the diamond and perpendicular to two NV\(^-\) axes, maximizing the projection of the AP magnetic field \( B(t) \) onto those axes, as shown in Figure 3.2.1c, with the projection along the other two NV\(^-\) axes expected to be near-zero.

In the present instrument, a modified continuous-wave optically detected magnetic resonance (CW-ODMR) technique is employed, wherein optical NV\(^-\) spin polarization, MW drive, and spin-state readout via PL collection occur simultaneously. Continuous green laser excitation at 532 nm polarizes the NV\(^-\) center into the \( m_s = 0 \) ground state. Applied MWs, when tuned to resonance with the transition between the optically bright \( m_s = 0 \) spin state and one of the less bright \( m_s = +1 \) or \( -1 \) states, cause NV\(^-\) spin precession into a mixed state and a detectable reduction in PL. A change in the local magnetic field shifts the ODMR feature and, for near-resonant MW drive, is detected as a change in the fluorescence rate.

A single ODMR feature of Lorentzian lineshape with angular frequency \( \omega_0 \) (where \( \omega = 2\pi f \)), linewidth \( \gamma \), and contrast \( C \) is detected in fluorescence as \( F(\omega) = F_0 (1 - \frac{C}{(\Gamma/2)^2 + (\omega - \omega_0)^2}) \) (see Figure 3.2.5a), where \( F_0 \) is the fluorescence detected in the absence of MWs, and optical and MW broadening are ignored for simplicity. As the majority of noise in the system has \( 1/f \) character, greater SNR is achieved by shifting the measurement bandwidth to higher frequency via a lock-in technique, which generates a dispersion-like signal with a characteristic zero-crossing feature: i.e., a rapid change.
Figure 3.2.5: Illustration of magnetometry technique. Left column shows schematic diagrams illustrating number of ODMR features, number of MW frequencies applied, and number of NV⁻ axes used for sensing; middle column shows calculated ODMR fluorescence profiles in units of the natural linewidth $\Gamma$, in the absence of power broadening; and right column shows associated dispersion-type lock-in amplifier (LIA) signals. Fluorescence and LIA signals are given in arbitrary units. a) Diagram, fluorescence signal, and LIA signal for a single ODMR feature addressed by a single (modulated) MW frequency, sensed along a single NV⁻ axis. b) Diagram, fluorescence signal, and LIA signal for three ODMR features addressed by a single (modulated) MW frequency, sensed along a single NV⁻ axis. c) Diagram, fluorescence signal, and LIA signal for three ODMR features addressed by three (modulated) MW frequencies with equivalent spacing, sensed along a single NV⁻ axis. The central feature corresponds to all three applied frequencies resonantly addressing ODMR features. d) Diagram, fluorescence signal, and LIA signal for same scenario as in (c) but with $B_0$ oriented to have equal projection along two NV⁻ axes, overlapping their ODMR features.
of the lock-in amplifier (LIA) voltage and sign with frequency. The applied MWs are square-wave frequency modulated at $f_{\text{mod}}$ (typically 18 kHz) about the center frequency $\omega_c$ with frequency deviation $\omega_{\text{dev}}$: i.e., $\omega_{\text{MW}}(t) = \omega_c + \omega_{\text{dev}} \sin(2\pi f_{\text{mod}} t)$. The collected fluorescence is then $F(\omega_{\text{MW}})$. After demodulation by the LIA with a reference signal $V(\text{ref} = \sin(2\pi f_{\text{mod}} t))$, the DC output is a dispersion-type signal with a zero-crossing at $\omega_0$:

$$
V_{\text{LIA}}(\omega_c, \omega_{\text{dev}}) \propto \frac{F(\omega_c + \omega_{\text{dev}}) - F(\omega_c - \omega_{\text{dev}})}{2} \\
= \frac{V_0 C}{2} \left(-\frac{(\Gamma/2)^2}{(\Gamma/2)^2 + (\omega_c + \omega_{\text{dev}}) - \omega_0}^2 + \frac{(\Gamma/2)^2}{(\Gamma/2)^2 + (\omega_c - \omega_{\text{dev}}) - \omega_0}^2\right),
$$

(3.1)

where $V_0$ is a prefactor voltage determined by $F_0$ and the output settings of the LIA. Setting $\omega_{\text{dev}} = \Gamma/(2\sqrt{3})$ theoretically maximizes the slope of the zero-crossing $\frac{dV_{\text{LIA}}}{d\omega_c} |_{V_{\text{LIA}}=0}$ in the absence of power broadening [115]. Time-varying magnetic fields $B(t)$ are sensed by setting $\omega_c = \omega_0 |_{t=0}$ and detecting resonance frequency shifts $\omega_0(t) = \omega_0 + \delta \omega(t)$, where $\delta \omega(t) = \frac{g_e \mu_B}{h} B(t)$, as:

$$
V_{\text{LIA}}(t) = V_{\text{LIA}} \left(\omega_0 - \frac{g_e \mu_B}{h} B(t)\right) \\
= \frac{V_0 C}{2} \left(-\frac{(\Gamma/2)^2}{(\Gamma/2)^2 + (\frac{\Gamma}{2\sqrt{3}} - \frac{g_e \mu_B}{h} B(t))^2} + \frac{(\Gamma/2)^2}{(\Gamma/2)^2 + (\frac{\Gamma}{2\sqrt{3}} + \frac{g_e \mu_B}{h} B(t))^2}\right) \\
\approx -\frac{2\sqrt{3} V_0 C g_e \mu_B}{4 \Gamma} \frac{1}{h} B(t).
$$

(3.2)

The NV$^+$ spin resonance has three features separated by the hyperfine (HF) splitting of $\Delta \omega_{\text{HF}} = 2\pi \times 2.16 \text{ MHz}$, as shown in Figure 3.2.5b. For a single MW frequency sweeping across the features, and again ignoring MW power broadening, we find

$$
F(\omega) = F_0 \left(1 - \sum_{q=-1}^{1} \frac{C}{(\Gamma/2)^2 + (\omega - (\omega_0 + q\Delta \omega_{\text{HF}}))^2}\right).
$$

(3.3)
Addressing all three NV- HF features simultaneously with three MW frequencies also separated by $\Delta \omega_{HF}$ yields

$$F(\omega, \Delta \omega_{HF}) = F_0 \left(1 - \sum_{p=-1}^{1} \sum_{q=-1}^{1} C \frac{(\Gamma/2)^2}{((\omega + p\Delta \omega_{HF}) - (\omega_0 + q\Delta \omega_{HF}))^2 + ((\omega + p\Delta \omega_{HF} - \omega_{dev}) - (\omega_0 + q\Delta \omega_{HF}))^2 + ((\omega + p\Delta \omega_{HF} + \omega_{dev}) - (\omega_0 + q\Delta \omega_{HF}))^2} \right).$$

(3.4)

As displayed in Figure 3.2.5c, the observed NV- fluorescence signal shows five ODMR peaks. The outer two peaks correspond to one of the three MW frequencies on resonance; the second and fourth peaks correspond to two of the three frequencies tuned to resonance; and the innermost peak corresponds to all three MW frequencies resonantly addressing the HF features. The dispersion signal is then:

$$V_{LIA}(\omega, \Delta \omega_{HF}, \omega_{dev}) = V_0 \frac{1}{ \sum_{p=-1}^{1} \sum_{q=-1}^{1} \left(-C \frac{(\Gamma/2)^2}{((\omega + p\Delta \omega_{HF} - \omega_{dev}) - (\omega_0 + q\Delta \omega_{HF}))^2} + C \frac{(\Gamma/2)^2}{((\omega + p\Delta \omega_{HF} + \omega_{dev}) - (\omega_0 + q\Delta \omega_{HF}))^2} \right).$$

(3.5)

In this simple treatment in which MW power broadening is ignored, our measurement technique increases the contrast of the central NV- HF feature by a factor of 3. In practice, a contrast improvement factor of $\approx 1.9$ is achieved compared to the case of addressing a single HF feature.

The overall measurement contrast is further improved by orienting the bias field $B_0$ to have equal projection along two NV- axes. Projecting along two NV- axes doubles the contrast as shown by comparing Figure 3.2.5c and d, although the angle between the NV- axes and $B(t)$ causes the sensitivity improvement to be $2 \sin[\theta_{tet}/2] = 2 \sqrt{2/3}$ where $\theta_{tet} = 109.4712^\circ$ is the tetrahedral bond angle in the diamond lattice.

### 3.2.3 Magnetometer calibration

The measured magnetic field $B^{meas}(t)$ is determined from the output voltage of the LIA, denoted $V_{LIA}$, by the relation $B^{meas}(t) = C_{LIA}V_{LIA}$, where $C_{LIA}$ is a voltage-to-
magnetic-field conversion factor given by

\[ C_{LIA} = \frac{h}{\frac{dV_{LIA}}{df}|_{V_{LIA}=0} g_e \mu_B \sin\left(\frac{\theta_{test}}{2}\right)}. \]  

(3.6)

Here \( \frac{dV_{LIA}}{df}|_{V_{LIA}=0} \) is the slope of the zero-crossing in V/Hz, \( g_e \) is the electron g-factor of the NV ground state, \( \sin[\theta_{test}/2] = \sqrt{2/3} \), and \( \mu_B \) is the Bohr magneton.

Calibration of the NV-diamond magnetometer is independently verified by applying a known test magnetic field \( B_{test} = B_{test}\text{square}[2\pi f_{test} t] \) with square wave amplitude \( B_{test} \) and frequency \( f_{test} \), and confirming the magnetometer records the correct value for \( B_{meas} \). The test magnetic field is produced by a multi-turn circular current loop (coil) with \( N_{\text{turns}} = 7 \) and radius \( r_{\text{coil}} = 0.0235 \text{ m} \), located at a distance \( z_{\text{coil}} = 0.103 \text{ m} \) from the diamond chip center. The coil is connected in series with an \( R_{\text{series}} = 50 \Omega \) resistor. The value of \( B_{test} \) is calculated using the formula

\[ B_{test} = \frac{\mu_0 N_{\text{turns}} I_{\text{coil}} r_{\text{coil}}^2}{2 \left[ z_{\text{coil}}^2 + r_{\text{coil}}^2 \right]^{3/2}}, \]  

(3.7)

where \( I_{\text{coil}} \) is the current in the coil generated by driving a voltage \( V_{\text{coil}}(t) \) across the circuit. A 44 mV amplitude square wave yields \( B_{test} = 1.8 \text{ nT} \), with RMS magnetic field \( B_{test}^{\text{rms}} = B_{test} \). When this value of \( B_{test} \) is applied at frequency \( f_{test} = 110 \text{ Hz} \), the measured value of \( B(t) \) consistent with the value of \( B_{test} \) to better than 5% as shown in Figure 3.2.6a. A calibration without harmonics is also performed by applying a 62 mV amplitude sine wave yielding a consistent value of \( B_{test}^{\text{rms}} = B_{test}/\sqrt{2} = 1.8 \text{ nT} \).

### 3.2.4 Magnetic field sensitivity

A magnetometer’s sensitivity is defined as \( \eta = \delta B \sqrt{T} \) where \( \delta B \) is the magnetic field signal that is as large as the noise, i.e., at SNR = 1, after measurement time \( T \) [114].

The sensitivity of our NV-diamond magnetometer is evaluated using three methods. In method 1, a test magnetic field \( B_{test} = B_{test} \sin[2\pi f_{test} t] \) is applied for \( N_{\text{trials}} = 150 \), each of time \( T_{\text{trial}} = 1 \text{ s} \), and the measured magnetic field \( B_{meas}(t) \) is recorded. For
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Figure 3.2.6: Magnetometer calibration and sensitivity measurement. a) Calibration verification. A 110 Hz square wave with 1.8 nT amplitude (calculated from coil geometry, coil distance to diamond sensor, and current through coil only) is averaged for $N_{\text{avg}} = 1000$ trials. The measured magnetic field, calibrated only from the value of $C_{\text{LIA}}$ and the lock-in amplifier voltage time trace $V_{\text{LIA}}(t)$ is consistent with a 1.8 nT amplitude square wave to better than 5%. Gray dashed lines depict $-1.8$ nT and $+1.8$ nT levels. The slight rounding of the square wave’s corners results from coil non-idealities rather than the magnetometer. b) Measured real-time magnetic field time trace of measured magnetic field $B_{\text{meas}}(t)$ with no external time-varying magnetic field applied. c) Fourier transform (black points) of $N_{\text{avg}} = 150$ traces of (b) is smoothed (red line) for clarity and is consistent with an overall sensitivity of 15 pT/√Hz. d) Reproduction of (c) with linear scale over approximate neuron signal bandwidth (80 Hz to 2 kHz). All data are taken for standard conditions ($f_{\text{mod}} = 18$ kHz, nominal $\tau_{\text{LIA}} = 30$ μs, with 24 dB/octave roll-off).
each trial \( i \) the quantity

\[
x_i = \frac{1}{T_{\text{trial}}} \int_0^{T_{\text{trial}}} B^{\text{meas}}(t) B_{\text{test}}(t) \, dt
\]

is computed. The method 1 sensitivity \( \eta_1 \) is

\[
\eta_1 = \frac{B_{\text{rms}}^{\text{test}} \sqrt{2}}{\mu} \sqrt{\frac{1}{N_{\text{trials}}} \sum_{i=0}^{N_{\text{trials}}}(x_i - \mu)^2 \times \sqrt{T_{\text{trial}}}},
\]

where the factor of \( \sqrt{2} \) accounts for quadrature noise, \( B_{\text{rms}}^{\text{test}} = B_{\text{test}}/\sqrt{2} \), and typically \( f_{\text{test}} = 250 \) Hz. In method 2, \( B_{\text{test}}(t) \) is applied for \( N_{\text{trials}} = 150 \), each of time \( T_{\text{trial}} = 1 \) s, and \( B^{\text{meas}}(t) \) is recorded. The single-sided root-mean-square (RMS) spectral frequency profile of \( B^{\text{meas}}(t) \) is defined to be \( \tilde{B}^{\text{meas}}(f) \). The method 2 sensitivity \( \eta_2 \) is

\[
\eta_2 = B_{\text{rms}}^{\text{test}} \left\langle \frac{1}{f_{\text{stop}} - f_{\text{start}}} \int_{f_{\text{start}}}^{f_{\text{stop}}} \frac{\tilde{B}^{\text{meas}}(f) \, df}{\sqrt{\int_{f_{\text{start}}}^{f_{\text{stop}}} \tilde{B}^{\text{meas}}(f) \, df} \, df} \right\rangle \times \sqrt{T_{\text{trial}}},
\]

where \( \Delta f = 1/T_{\text{trial}} \), the expected value is taken over \( N_{\text{trials}} \), and typically \( f_{\text{start}} = 300 \) Hz, \( f_{\text{stop}} = 600 \) Hz, and \( f_{\text{test}} = 250 \) Hz. In method 3, no test magnetic field is applied and \( B^{\text{meas}}(t) \) is recorded for \( N_{\text{trials}} = 150 \), each of time \( T_{\text{trial}} = 1 \) s; an example trace is shown in Figure 3.2.6b. The sensitivity is then calculated as

\[
\eta_3 = \sqrt{\frac{1}{T_{\text{trial}}} \int_0^{T_{\text{trial}}} [B^{\text{meas}}(t)]^2 \, dt \times \frac{1}{\sqrt{2f_{\text{ENBW}}}}},
\]

with \( f_{\text{ENBW}} = 4.0 \text{ kHz} \). In all evaluations of the instrument’s magnetic field sensitivity, \( \eta_1 \sim \eta_2 \sim \eta_3 \) is found, although \( \eta_1 \) converges most slowly and is therefore of limited use. Over 150 trials, \( \eta_3 \) ranges from 15.0 to 15.8 pT/\( \sqrt{\text{Hz}} \), while \( \eta_2 \) is 15 \pm 1 \text{ pT/\( \sqrt{\text{Hz}} \).} The two values are consistent. We thus conclude the NV-diamond magnetometer sensitivity is 15 \pm 1 \text{ pT/\( \sqrt{\text{Hz}} \), also consistent with a noise floor measurement of \(|\tilde{B}^{\text{meas}}(2\pi f)|\) for } T_{\text{trial}} = 1 \text{ s averaged over } N_{\text{trials}} = 150, \text{ as shown in Figure 3.2.6c, d.}
This realized magnetic field sensitivity agrees with the expected sensitivity for our NV-CW-ODMR technique limited by photon shot noise and added MW and amplifier noise, as estimated herein. In the limit of low contrast $C$ of the ODMR feature, defined for CW-ODMR as the fractional dip on resonance of collected PL \cite{100}, the photon-shot-noise-limited sensitivity for CW-ODMR magnetometry using NV-centers is given by \cite{100}

$$\eta_{\text{CW}} = \frac{4}{3\sqrt{3}} \frac{h}{g_e \mu_B} \frac{\Delta f}{C \sqrt{R}},$$  

(3.12)

where $R$ is the photon detection rate (away from resonance, corrected for detector quantum efficiency), $\Delta f$ is the power-broadened full-width-half-maximum (FWHM) resonance linewidth, and the factor $\frac{4}{3\sqrt{3}}$ comes from a Lorentzian feature’s steepest slope. The CW-ODMR method employed with the present NV-diamond magnetometer detects along two NV-axes as described above, doubling the contrast while reducing the magnetic field sensitivity by the angle factor $\sin[\theta_{\text{tet}}/2] = \sqrt{2}/3$. The shot-noise-limited sensitivity of our magnetometer is given nominally by

$$\eta_{\text{shot}}^{\text{CW}} = \frac{4}{3\sqrt{3}} \frac{h}{g_e \mu_B} C_2 \frac{\Delta f}{\sin \left[ \frac{\theta_{\text{tet}}}{2} \right] \sqrt{R}},$$  

(3.13)

where $\Delta f = 1.1 \pm 0.1$ MHz is the measured linewidth; and $C_2 = 5.3 \pm 0.1\%$ is the CW-ODMR contrast when sensing along two NV-axes, which is measured in the absence of modulation while addressing all three hyperfine features. The detected photon rate $R$ is defined in terms of the photoelectron current $qR = V_{\text{sig}}/R_L$, where $q$ is the elementary charge and $V_{\text{sig}} = 400$ mV is the typical signal PD voltage after $R_L = 50$ $\Omega$ termination. This idealized shot-noise-limited CW-ODMR sensitivity is found to be $3.1$ pT/$\sqrt{\text{Hz}}$.

In practice, several factors diminish the sensitivity: first, the reference PD adds in quadrature an equivalent amount of shot noise, increasing the sensitivity by a factor $P_{\text{ref}} = \sqrt{2}$; second, the slope is reduced with respect to the steepest slope of a Lorentzian due to the other nearby power-broadened hyperfine features, resulting in a sensitivity cost of $P_{\text{slope}} = 1.19$. Taking these factors into account yields a shot-noise-limited CW-ODMR sensitivity of $5.2$ pT/$\sqrt{\text{Hz}}$. Furthermore, in our square-
Figure 3.2.7: Magnetometer sensitivity analysis. a) Measured and calculated RMS noise on $V_{\text{LIA}}$ versus signal photodiode voltage. Data shown by blue squares (red dots) are taken without applied MWs at $f_{\text{mod}} = 18$ (90) kHz. Error bars denote standard deviation (SD). Blue and red curves are fits to the respective data sets, demonstrating the square-root dependence of the measured noise. Purple star marks measured noise during typical operating conditions in the presence of applied MWs. Black curves indicate calculated theoretical noise for shot noise from only the signal channel (dotted), shot noise including both the signal and reference channels (dashed), and expected noise level including shot noise from both channels and the LNA-545 amplifier noise figure of 1.8 (dot-dashed). b) Measured slope of zero-crossing $\frac{dV_{\text{LIA}}}{df} |_{V_{\text{LIA}}=0}$ with modulation frequency $f_{\text{mod}}$. Blue line denotes $f_{\text{mod}} = 18$ kHz. Error bars denote SD. Open circle marks the slope in the absence of modulation, calculated from the measured DC photodiode signal and the LNA-545 amplifier and LIA gains.
wave modulated CW-ODMR implementation, the contrast is reduced by an empirical factor $P_{\text{mod}} \approx 1.6$, as shown in Figure 3.2.7b, due to the finite cycling time of the NV-center quantum states [200, 26], and the loss of signal in higher harmonics resulting from demodulation with a sinusoidal lock-in frequency waveform [115]. The LNA-545 amplifier’s noise figure of 1.8 increases the noise level by $P_{\text{ampl}} \approx 1.23$. Excess noise at the 18 kHz modulation frequency increases the noise by $P_{\text{excess}} \approx 1.16$, while application of MWs further increases the measured noise level by $P_{\text{MW}} \approx 1.16$, as shown in Figure 3.2.7a. These factors raise (i.e., worsen) the expected magnetic field sensitivity to $\eta \approx P_{\text{MW}}P_{\text{excess}}P_{\text{ampl}}P_{\text{mod}}P_{\text{slope}}P_{\text{ref}}\eta_{\text{shot}} \approx 13.8 \text{ pT/}\sqrt{\text{Hz}}$, which agrees to within 8% of the measured $15 \pm 1 \text{ pT/}\sqrt{\text{Hz}}$ for the data shown in Figures 3.2.6b-d and 3.2.7a.

To confirm the NV$^-$ magnetometer sensitivity near the photon shot noise limit in the absence of applied MWs, we measure the RMS noise in $V_{\text{LIA}}$ for a range of power incident on the PD, at both 18 kHz and 90 kHz modulation frequencies, as shown in Figure 3.2.7a. Data are fit to the function $y = \sqrt{a + bx + cx^2}$. For 90 kHz modulation, the fit parameters are $a = (7.9 \pm 0.1) \times 10^{-2}$, $b = (2.2 \pm 0.02) \times 10^{-2}$, and $c = (-3.0 \pm 0.8) \times 10^{-6}$; for 18 kHz modulation the fit parameters are $a = (8.3 \pm 0.2) \times 10^{-1}$, $b = (2.4 \pm 0.1) \times 10^{-2}$, and $c = (0.5 \pm 3.6) \times 10^{-6}$. The fits for both cases suggest the measured noise is dominated by the $bx$ term, as expected for a shot-noise-limited measurement. The measured noise agrees with expected photoelectron shot noise from signal and reference channels plus LNA-545 amplifier noise for equivalent noise bandwidth $f_{\text{ENBW}} = 4.0 \text{ kHz}$.

The fundamental sensitivity limit for spin-based magnetometers is given by the noise intrinsic to quantum projection. For a sample of $N$ electronic spins with characteristic dephasing time $T_2^*$, the spin-projection-noise-limited sensitivity is [1]:

$$\eta_q = \frac{\hbar}{g_e \mu_B \sqrt{NT_2^*}}. \quad (3.14)$$

The sample used in this work has a total NV$^-$ density $\sim 3 \times 10^{17} \text{ cm}^{-3}$ and no preferential orientation [96]. The density of NVs used to sense AP magnetic fields
is reduced by a factor of two, as the AP magnetic field projects along only two NV- axes. The illumination volume is \( \sim 13 \, \mu \text{m} \times 200 \, \mu \text{m} \times 2 \, \text{mm} \approx 5 \times 10^{-6} \, \text{cm}^3 \), so the number of probed NV- spins is \( N \sim 8 \times 10^{11} \) with \( T_2^* \approx 450 \, \text{ns} \). Using these values along with the NV- electron’s gyromagnetic ratio \( \gamma = g_e \mu_B / h = 1 \times 10^{11} \, \text{s}^{-1} \, \text{T}^{-1} \) gives a spin projection noise estimate for our sample volume of \( \sim 10 \, \text{fT}/\sqrt{\text{Hz}} \). At \( \sim 1500 \) times better than the present nearly photon-shot-noise-limited sensitivity, there is much promise for significant gains in magnetometer sensitivity through use of pulsed magnetometry, optimized NV-diamond samples, and quantum-assisted techniques, as discussed below.

### 3.2.5 Temporal resolution

Temporal resolution of the NV-diamond magnetometer is tested by applying a test magnetic field \( B_{\text{test}}(t) = B_{\text{test square}}[2\pi f_{\text{test}} t] \) with \( B_{\text{test}} \approx 57 \, \text{nT} \) and \( f_{\text{test}} = 1 \, \text{kHz} \), and measuring the 10% - 90% rise time of \( B_{\text{meas}}(t) \) denoted by \( \tau_{10/90} \). Using \( f_{\text{mod}} = 60 \, \text{kHz} \), \( \tau_{\text{LIA}} = 10 \, \mu\text{s} \), and 6 dB/octave rolloff (yielding a measured \( f_{\text{ENBW}} = 33 \, \text{kHz} \)), \( \tau_{10/90} = 32 \, \mu\text{s} \) is observed as shown in Figure 3.2.4b, which displays both real-time and averaged \( B_{\text{meas}}(t) \) traces that are FFT low-pass filtered at 45 kHz. All AP data presented in this paper are acquired using \( f_{\text{mod}} = 18 \, \text{kHz} \) \( V_{\text{LIA}} = 30 \, \mu\text{s} \), and 24 dB/octave rolloff, which gives \( \tau_{10/90} = 100 \, \mu\text{s} \). Note that higher values of \( f_{\text{mod}} \) reduce NV- spin-state contrast, an effect previously observed in Refs. [114, 200, 26] and shown here in Figure 3.2.7b. When operating with a temporal resolution higher than 40 \( \mu\text{s} \), the magnetic field sensitivity of the present instrument is reduced by a factor of \( \sim 1.6 \) with respect to standard running conditions. With pulsed Ramsey-type schemes [102], to be employed in a next-generation NV-diamond magnetic imaging system, the time resolution is expected to be significantly enhanced without loss of NV- contrast. The temporal resolution of a Ramsey scheme is in practice limited by the repetition rate of the pulse sequence. For typical initialization and readout times of 1 \( \mu\text{s} \) and 300 ns respectively, and for a 450 ns \( T_2^* \)-limited spin precession time, we anticipate a temporal resolution of \( \sim 2 \, \mu\text{s} \). Temporal resolution can be further increased at the expense of sensitivity by reducing the initialization and spin
precession times, down to a theoretical limit given by the $\sim 200$ ns NV$^-$ singlet state lifetime [23].

3.3 Results

3.3.1 Magnetic measurements of single-neuron action potentials

We first performed magnetic sensing of propagating single-neuron APs from excised invertebrate giant axons, together with simultaneous electrophysiology measurements on the axons as a comparison and check on the magnetic data. We studied two species, with consistent results: the marine fanworm *Myxicola infundibulum* and the North Atlantic longfin inshore squid *Loligo pealeii* - a model organism for neuroscience. Details of specimen preparation, axonal AP stimulation, and electrophysiology measurements and simulations are described in the Methods and SI Appendix of Ref. [24].

Figure 3.3.1a shows a representative measured intracellular axonal AP voltage time trace $\Phi_{\text{meas}}^{\text{in}}(t)$ from *M. infundibulum*. In a simple model of the electromagnetic dynamics of axonal propagating APs [201, 202, 203] (see the SI Appendix of Ref. [24]), the magnetic field $B(t)$ is proportional to the temporal derivative of the intracellular voltage $\Phi_{\text{in}}(t)$: $B(t) = s\partial\Phi/\partial t$, where $s$ is a scaling constant dependent on geometrical parameters (axon radius $r_a$, radial distance of the field point to the axon center $\rho$) and electrophysiological axon parameters (AP conduction velocity $v_c$, axoplasm electrical conductivity $\sigma$). As shown in Figure 3.3.1b and c, we find good agreement between (i) $B^{\text{calc}}(t)$, the AP magnetic field calculated from $\Phi_{\text{in}}^{\text{meas}}(t)$ for a typical value of $s$ for *M. infundibulum*, and (ii) a representative measured AP magnetic field time trace $B^{\text{meas}}(t)$. This correspondence demonstrates the consistency of NV-diamond magnetic AP measurements with standard electrophysiology techniques and theory. Note that the example $B^{\text{meas}}(t)$ in Figure 3.3.1c has a peak-to-peak amplitude $= 4.1 \pm 0.2$ nT (mean $\pm$ standard deviation (SD.) for four measurements on the same specimen each with $N_{\text{avg}} = 150$), corresponding to an SNR of $1.2 \pm 0.1$ for a single AP firing, i.e.,
Figure 3.3.1: Measured AP voltage and magnetic field from excised single neurons. 

a) Measured time trace of AP voltage $\Phi_{\text{in}}^{\text{meas}}(t)$ for giant axon from *M. infundibulum* (worm). b) Calculated time trace of AP magnetic field $B^{\text{calc}}(t)$ for *M. infundibulum* extracted from data in (a). c) Measured time trace of AP magnetic field $B^{\text{meas}}(t)$ for *M. infundibulum* giant axon with $N_{\text{avg}} = 600$. d) Measured time trace of AP magnetic field $B^{\text{meas}}(t)$ for *L. pealeii* (squid) giant axon with $N_{\text{avg}} = 375$. Gray box indicates magnetic artifact from stimulation current.
$N_{\text{avg}} = 1$. Here SNR is defined as the ratio of the mean signal peak-to-peak amplitude to the root mean square (RMS) noise after matched filtering is applied (see the SI Appendix of Ref. [24] for SNR calculation and SNR analysis in terms of spike detection probabilities using a next-generation neuron magnetic sensor). Furthermore, we demonstrated that our method has multispecies capability via magnetic sensing of axonal APs from the squid *L. pealeii* (Figure 3.3.1d). No change to the apparatus or magnetic sensing protocol is required upon switching organisms, and good reproducibility is found for both the excised worm and squid axon AP magnetic field measurements, on the same and different specimens (see the SI Appendix of Ref. [24]).

We next demonstrated single-neuron AP magnetic sensing exterior to a live, intact, opaque organism - an undissected specimen of *M. infundibulum* (Figure 3.3.2a) - for extended periods, with minimal adverse effect on the animal. Figure 3.3.2b shows an example measured axonal AP magnetic field time trace $B_{\text{meas}}(t)$ for a live intact specimen, which also serves as a demonstration of single-neuron magnetoencephalography (MEG) from the exterior of an intact animal. The measured AP waveform in Figure 3.3.2b is similar to that of an excised axon (Figure 3.3.1c), with roughly 4 times smaller peak-to-peak amplitude ($\sim 1$ nT), which is consistent with the separation of $\sim 1.2$ mm from the center of the axon inside the animal to the NV-sensing layer (see transverse sections and diagrams in Figure 3.3.3a-d). In addition, we recorded $B_{\text{meas}}(t)$ from a live intact worm after $> 24$ h of continuous exposure to the experimental conditions, including applied MWs and optical illumination of the diamond sensor. We observed little to no change in the magnetic AP signal or in the animal behavior (compare Figure 3.3.3e and 3.3.4). Physical stimulus applied to the specimen after $> 24$ h hours further confirmed its responsiveness and health.

We also used live intact worms to demonstrate the capability of NV-diamond magnetic sensing to determine the AP propagation direction and sense magnetic signal amplitude differences correlated with differences in conduction velocity $v_c$, all from a single-channel measurement. NV-diamond allows for vector magnetometry [1] by sensing the magnetic field projection along one or more of the four NV-center orientations within the diamond crystal lattice (see Figures 3.3.1c and 1.4.1). An axonal
Figure 3.3.2: Single-neuron AP magnetic sensing exterior to live, intact organism. a) Overhead view of intact living specimen of *M. infundibulum* (worm) on top of NV-diamond sensor. In configuration shown, animal is stimulated from posterior end by suction electrode, APs propagate toward worm’s anterior end, and bipolar electrodes confirm AP stimulation and propagation. (Scale bar, 20 mm.) b) Recorded time trace of single-neuron AP magnetic field $B_{\text{meas}}(t)$ from live intact specimen of *M. infundibulum* for $N_{\text{avg}} = 1,650$ events.
Figure 3.3.3: Single-channel magnetic sensing of AP propagation exterior to live, intact organism. Transverse sections of *M. infundibulum* near worm’s midpoint illustrate giant axon radius tapering from (a) smaller near posterior to (b) larger near anterior. Sections were taken ~ 1 cm apart. Encircled white structure is giant axon. (Scale bars, 400 μm.) c) Cartoon cross-section side view of live, intact worm and NV diamond sensor. Black dashed lines indicate tapered giant axon. Cartoon time traces of AP voltage indicate typical qualitative indistinguishability for posterior stimulation (right-propagating AP) and anterior stimulation (left-propagating AP). d) Cartoon cross-section axial view from anterior end. Blue arrows encircling axon indicate opposite azimuthal AP magnetic field vectors for oppositely propagating APs. e) (Top) Expected AP magnetic field time trace for posterior stimulation of *M. infundibulum*, indicating effect of AP propagation direction and conduction velocity on sign of bipolar magnetic field waveform and field amplitude. (Bottom) Recorded time trace of AP magnetic field $B_{\text{meas}}(t)$ from three live intact specimens of *M. infundibulum* for posterior stimulation and $N_{\text{avg}} = 1,650$ events each. f) (Top) Expected AP magnetic field time trace for anterior stimulation. (Bottom) Recorded time trace of AP magnetic field $B_{\text{meas}}(t)$ from same three intact live specimens of *M. infundibulum* as in (e) for anterior stimulation and $N_{\text{avg}} = 1,650$ events each. Observed sign of $B_{\text{meas}}(t)$ is reversed depending on AP propagation direction, and average ratio of magnetic signal amplitude for posterior-stimulated APs ($B_p$) and anterior-stimulated APs ($B_a$) from three specimens shown (worms F, G, and H) is $B_p/B_a = 1.41 \pm 0.22$ (mean ± SD for three samples, each with $N_{\text{avg}} = 1,650$), consistent with two-point electrophysiology measurements of lower AP conduction velocity for posterior stimulation (see SI Appendix of Ref. [24]).
Figure 3.3.4: Extended duration sensing. Measured time trace of AP magnetic field $B_{\text{meas}}(t)$ for *M. infundibulum* giant axon (worm E) with $N_{\text{avg}} = 1200$ following continuous magnetic monitoring of this worm with full laser and MW power for the preceding 24 hours. Peak-to-peak value of $B_{\text{meas}}(t)$ for worm E is not statistically different from values for worms D, F, G, or H with posterior stimulation, indicating little if any negative effects from NV-diamond magnetic sensing over long time periods.

AP produces a bipolar azimuthal magnetic field waveform, with the time-varying field orientation set by the direction of AP propagation (Figures 3.2.1a and 3.3.3d). Thus, the measured AP magnetic field time trace $B_{\text{meas}}(t)$ from an intact worm has an inverted waveform for anterior versus posterior AP stimulation, demonstrating clear distinguishability between oppositely propagating APs, as shown in Figure 3.3.3e and f, for three intact specimens (denoted worms F, G, and H) with both posterior and anterior stimulation, each with $N_{\text{avg}} = 1,650$ trials.

In addition to inversion of the $B_{\text{meas}}(t)$ waveform upon reversal of the AP propagation direction, an asymmetry is observed in the peak-to-peak amplitude of the magnetic signal. As shown in Figure 3.3.3e and f, larger peak-to-peak values of $B_{\text{meas}}(t)$ are found for posterior stimulation (denoted $B_p$) than for anterior stimulation ($B_a$) for each of the three worms tested: $B_p/B_a = 1.66 \pm 0.12$ for worm F, $1.28 \pm 0.09$ for worm G, and $1.27 \pm 0.10$ for worm H (mean ± SD for 1,650 trials for each sample). The asymmetry is found to be statistically significant, with P-values reported in Ref. [24]. The average asymmetry is $B_p/B_a = 1.41 \pm 0.22$ (mean ± SD for three samples). The asymmetry is independent of which point of stimulation (pos-
terior or anterior) is tested first, and the effect is robust under multiple switches of stimulation (e.g., posterior, anterior, then posterior again).

We understand the origin of the observed $B_{\text{meas}}(t)$ asymmetry as a difference in AP conduction velocity $v_c$ dependent on the AP propagation direction. As described in Ref. [24], we performed traditional electrophysiology measurements of $\Phi(t)$ $v_c$ with both posterior and anterior stimulation, we related the magnetic data to the electrophysiology data via the simple magnetic model described above, and we performed numerical simulations of APs using a model of the *M. infundibulum* giant axon. Our electrophysiology measurements show a significant difference between the conduction velocities upon anterior and posterior stimulation, consistent with the ratio of $B_p/B_a$ measured with NV-diamond magnetometry. We identify the origin of the conduction velocity difference to be a tapered axon morphology. When APs originate from the posterior end, where the axon radius is more narrow, the APs propagate more slowly through the axon, resulting in a larger magnetic field $B_p$ compared to $B_a$ measured at the same point along the axon from APs originating at the larger-radius anterior end. Simulations based on cable theory [204] in a model tapered axon with geometrical and electrophysiological properties consistent with typical values for *M. infundibulum*, showed consistent results [24]. These results demonstrate the capability of the ensemble-NV$^-$ diamond magnetic sensor to measure small differences in magnetic signal waveforms correlated with differences in conduction velocity, which, in the present study, have contributions from differences in axon morphology.

### 3.3.2 Systematic checks

We performed multiple tests to verify that the observed $B_{\text{meas}}(t)$ arises solely from an axon AP (i.e., intracellular axial current). The tests and results are summarized in Table 3.3.2 and discussed here: (i) observation of a nonzero $B_{\text{meas}}(t)$ signal requires successful AP stimulation and propagation as determined by electrophysiology measurements of the extracellular action potential $\Phi_{\text{ex}}(z, \rho, t)$, and the observed $B_{\text{meas}}(t)$ is synchronized with $\Phi_{\text{ex}}(z, \rho, t)$ to within experimental error; (ii) crosstalk ('pickup artifacts') during data acquisition between the recorded $\Phi_{\text{ex}}(z, \rho, t)$ and $V_{\text{LIA}}(t)$ is ruled
Reversal | Result | Systematic ruled out
--- | --- | ---
Axon firing → Axon not firing | $B_{\text{meas}}(t) \rightarrow 0$ | Any non-AP signal, including stimulation artifacts
$\Phi_{\text{ex}}(z_1, \rho_1, t) \rightarrow \Phi_{\text{ex}}(z_2, \rho_2, t)$ | $B_{\text{meas}}(t) \rightarrow B_{\text{meas}}(t)$ | Cross-talk of $B_{\text{meas}}(t)$ with $\Phi_{\text{ex}}(z, \rho, t)$
$\text{sgn}[\frac{dV_{\text{LIA}}}{df}] = 1 \rightarrow -1$ | $B_{\text{meas}}(t) \rightarrow -B_{\text{meas}}(t)$ | Any non-magnetic artifact including cross-talk of $B_{\text{meas}}(t)$ with $\Phi_{\text{ex}}(z, \rho, t)$
$\phi_{\text{LIA}} \rightarrow \phi_{\text{LIA}} + 180^\circ$ | $B_{\text{meas}}(t) \rightarrow -B_{\text{meas}}(t)$ | Cross-talk of $B_{\text{meas}}(t)$ with $\Phi_{\text{ex}}(z, \rho, t)$
$B_0 \rightarrow -B_0$ | $B_{\text{meas}}(t) \rightarrow -B_{\text{meas}}(t)$ | Magnetic artifact from motional coupling to small $\frac{\partial B_0}{\partial x}$ across diamond

Table 3.3.1: Systematic checks

out through varying the recording electrode placement and observing no change in $B_{\text{meas}}(t)$; (iii) the origin of the NV-observed $B_{\text{meas}}(t)$ signal is demonstrated to be magnetic by switching to an LIA voltage zero-crossing with slope $\frac{dV_{\text{LIA}}}{df}$ of opposite sign (see Figure 3.2.5), and observing inversion of $B_{\text{meas}}(t)$; (iv) similarly, inverting the phase of the LIA reference signal $\phi_{\text{LIA}}$ by $180^\circ$ produces the same result, also confirming the magnetic origin of the signal sensed by the NV$^-$ ensemble; and (v) time-varying magnetic fields from motional artifacts, e.g., specimen-induced instrument motion in the presence of a gradient in the bias field $B_0$ are ruled out by reversing the orientation of the permanent magnet and observing inversion of $B_{\text{meas}}(t)$. In addition, an investigation of whether the presence of muscle action accompanying axonal APs affects the observed $B_{\text{meas}}(t)$ in intact worm studies is described in Ref. [24]. Muscle action was seen to be temporally separated from AP propagation in electrophysiology measurements. Furthermore, the electrical signal associated with muscle action was found to decrease and eventually disappear with consecutive AP stimulations, an effect attributed to muscle fatigue and consistent with independent observations in the literature [205].
3.3.3 Action potential signal-to-noise ratio

The SNR of an AP magnetic field data set is calculated using (i) the peak-to-peak detected AP signal from an averaged set of $N_{\text{avg}}$ measurements and (ii) the standard deviation of the time trace in a section of the same data set in which no AP is present. The single-shot SNR is calculated by dividing the SNR of the averaged data by $\sqrt{N_{\text{avg}}}$.

For excised axon studies, $t = 0$ corresponds to the beginning of the stimulation pulse. For averaging data in intact organism studies, traces are aligned in time using a digital trigger set on either the maximum or minimum of the extracellular AP voltage signal $\Phi_{\text{ex}}(t)$; this alignment compensates for specimen contractions resulting in variable propagation delays and thus prevents smearing out of the averaged signal. The SNR is further quantified for the specimens studied in Figure 3.3.1c, d (worm B axon and squid A axon) with a series of technical replicates, displayed in Figure 3.3.5.

To maximally improve the SNR of a known expected signal in the presence of white noise, a matched filter can be shown to be the optimal linear filter. For a detected signal $x(t)$ containing an expected signal and additive noise, the matched filtered signal $y(t)$ is given by the convolution

$$y(t) = \int_{0}^{t} h(t - t')x(t')dt'$$  \hspace{1cm} (3.15)

where $h(t)$ is the time-reversed trace of the expected signal. The matched filter is constructed from the data shown in Figure 3.3.1c with $N_{\text{avg}} = 600$. This trace is high-pass FFT filtered at 80 Hz to prevent non-DC values due to drift from being interpreted as signal. The trace is then zeroed for all times except a 1.4 ms window that includes the full detected AP signal, time-reversed, and then taken as the expected signal $h(t)$ for the matched filter. This filter is applied to the four consecutive sets of 150 averages contained in the larger data set (shown in Figure 3.3.511). The SNR of each of these filtered traces is improved to be between 14.5 and 16, indicating that the SNR of a single AP event after filtering is $1.2 \pm 0.1$ (mean $\pm$ SD for four magnetic measurements, each with $N_{\text{avg}} = 150$).
Figure 3.3.5: Technical replicates. a) Four traces of $B_{\text{meas}}(t)$ for worm B axon, each with $N_{\text{avg}} = 150$, which are combined to make the data shown in Figure 3.3.1c. Traces are offset for clarity with 5 nT spacing. b) Eight additional technical replicates of the data in Figure 3.3.1d. Traces are offset for clarity with 4 nT spacing.
3.4 Discussion and future projections

In the present work, we exploit two key advantages of NV-diamond for magnetic sensing of living biological systems - ability to bring the NV- ensemble into close proximity of the signal source and operation under ambient conditions (biocompatibility) - to demonstrate single-neuron axonal AP magnetic sensing within \( \sim 10 \mu m \) of the specimens. By comparison, sensitive superconducting quantum interference devices (SQUIDs) [194] and atomic magnetometers [206] used for MEG [77] and neuron biophysics studies typically operate with standoff distances of several millimeters or more from the biological sample, as they function under extreme temperature conditions (cryogenic and heated, respectively) and have extended sensor geometries. Although SQUIDS can operate with sensitivity of \( \sim 1 \text{ fT}/\sqrt{\text{Hz}} \) [207], the much closer proximity of the NV-diamond sensor to the neuronal signal source boosts the measurement SNR by several orders of magnitude for a given magnetic field sensitivity and, additionally, for a given SNR, enables a higher quality reconstruction of source currents from a magnetic field map [208]. Furthermore, operation of an ensemble-NV- magnetometer at a distance much closer than the AP wavelength \( \lambda_{AP} \) (of order \( \sim 1 \text{ mm} \) for unmyelinated mammalian axons) [209, 210] can provide a more accurate determination of AP currents due to the reduced contribution from extracellular return currents [210], which significantly attenuate AP signals at standoff distances \( \lambda_{AP} \). A third key advantage of NV-diamond technology is straightforward parallelization of optically detected NV- sensors to provide wide-field magnetic imaging with micrometer-scale spatial resolution, e.g., by imaging fluorescence from the NV- sensing layer onto a camera [50]. In combination with close proximity, the high spatial resolution provided by NV-diamond magnetic imaging enables sensitivity to magnetic fields generated by currents on small length scales [49], which tend to cancel at the typical standoff distances of other magnetometers. With both source-to-sensor standoff distance and spatial resolution at the micrometer scale, a wide variety of neuronal current sources and sinks could be resolvable with NV-diamond magnetic imaging.

Key technical challenges to realize a next-generation NV-diamond magnetic im-
ager suitable for neuroscience applications include (i) improving the magnetic field sensitivity [109, 200] to enable real-time, single-cell AP event detection from individual mammalian neurons, which are expected to generate peak AP magnetic fields up to $\sim 1 \text{ nT}$ at the NV sensor layer (see the SI Appendix of Ref. [24]); and (ii) incorporating wide-field imaging of transient AP magnetic fields with micron-scale resolution. The imaging challenge can be met by adapting established NV-techniques for wide-field imaging of static magnetic fields in biological samples [50, 51] to be able to acquire repeated, fast ($< 0.1 \text{ ms}$) images. This capability can then be integrated with tomographic methods similar to those used in MEG [77, 211, 212], such as spatial filtering [208, 213], to confront the inverse problem [214] of assigning measured magnetic waveforms from axonal APs, soma, and other neuronal processes to individual cells within a crowded field of neurons. Prior knowledge about the neuronal sample, such as the cell network geometry, axon morphology, and degree of myelination, could aid magnetic signal localization as well as determination of the physiological origin of signal differences between individual neurons, e.g., arising from variations in AP conduction velocity.

The sensitivity challenge can be addressed through a series of methods analysed in detail in Chapters 4-6. In short, combining engineering of optimized diamonds [96] with higher N-to-NV$^-$ conversion efficiency and longer NV$^-$ ensemble spin dephasing times $T^*_2$ [141], and implementing pulsed double-quantum Ramsey [102, 104, 215] measurement protocols is estimated to enable an enhancement of the volume-normalized sensitivity by nearly $300 \times$-fold from the demonstrated $34 \text{ nT} \mu\text{m}^{-3/2} \text{Hz}^{-1/2}$ to $\sim 118 \text{ pT} \mu\text{m}^{-3/2} \text{Hz}^{-1/2}$. Along with the anticipated sensitivity improvement, the smaller sensing volume $V$ of a next-generation instrument should allow a $\sim 6,000$-fold gain in the figure of merit $1/(\eta V)$ relevant for fields containing spatial information, such as is expected from dense neuronal networks (see Section 3.4.3). To realize further sensitivity enhancements, quantum-assisted techniques [104, 215, 131, 188] could enable measurements approaching fundamental quantum limits (see Chapter 5). Our present NV-diamond instrument has a photon shot-noise-limited magnetic field sensitivity $\sim 1,500 \times$ worse than the quantum spin projection limit (see Section 3.4.2),
highlighting the potential for large sensitivity gains. For example, spin-to-charge-
state readout for single NV\textsuperscript{−} centers was demonstrated to provide enhanced magnetic
field sensitivity with readout fidelity only a factor of 3 away from the spin projection
limit \cite{101}.

### 3.4.1 Expected magnetic field sensitivity in next-generation instrument

In this section we estimate the magnetic field sensitivity of a next-generation magnetic
imaging instrument based on existing demonstrated magnetometry techniques and antici-
pated advances in diamond growth. A next-generation instrument will likely em-
ploy pulsed magnetic field sensing schemes, such as Ramsey-type sequences, which do
not suffer from laser and MW power broadening of the NV-diamond ODMR features
and thus allow for higher contrast and enhanced sensitivity per volume than CW-
ODMR \cite{102}. A Ramsey scheme with free precession time \( \tau \), and optical and MW ini-
tialization and readout times \( t_I \) and \( t_R \), has shot-noise-limited sensitivity \cite{3, 103, 101}
of

\[
\eta_{\text{Ramsey}} = \frac{\hbar}{g_e \mu_B} \sqrt{t_I + \tau + t_R} \frac{1}{\tau} C' e^{-(\tau/T_2^*)^p} \sqrt{\beta},
\]

where \( \beta = R t \) is the average number of photons collected per measurement, \( C' \) is
the fluorescence contrast at \( \tau = 0 \), and the exponential factor \( e^{-(\tau/T_2^*)^p} \) accounts for
contrast degradation due to NV\textsuperscript{−} spin dephasing with characteristic time \( T_2^* \). For
broadening mechanisms that produce Lorentzian lineshapes, \( p = 1 \); and for Gaussian
lineshapes, \( p = 2 \). For typical measurements on large ensembles, we may assume
\( p = 1 \) \cite{141}. We note that \( C' \) is defined as the difference in collected PL between
the maximum and minimum of a Ramsey fringe divided by the sum of the maximum
and minimum collected PL \cite{3}. This definition differs from the earlier definition of
contrast \( C \) used for CW-ODMR as \( C' = \frac{C}{2C} \). Depending upon the values of \( t_I \) and
\( t_R \), the sensitivity is typically optimized for \( T_2^*/2 \leq \tau < T_2^* \).

Here we calculate the sensitivity improvement for both the diamond used in the
present work and a future anticipated diamond chip with improved sensing parame-
ters. For both estimates we assume a fluorescence contrast per NV− axis of $C' = 3.9\%$, a collection efficiency of CE = 0.2 (corresponding to the collection efficiency of a lossless 1.49 NA oil objective \cite{108} and including a reflective layer on the NV− diamond surface to further double the collected PL), and an excitation intensity near saturation leading to a time-averaged photon emission rate of $\Gamma_{ph} = 1/(200 \text{ ns})$ per NV. Employing double-quantum magnetometry \cite{104, 215} increases the magnetic precession rate by $2\times$, which effectively reduces $T_{2}^*$ from its native value by $2\times$, so that $T_{2DQ}^* = T_{2}^*/2$. Double-quantum magnetometry can also provide common-mode rejection of noise due to strain and temperature inhomogeneities, promising a further sensitivity enhancement, which is not explicitly accounted for here. Both estimates also presume simultaneous interrogation of all four NV− axes, which provides a sensitivity enhancement of $2\sqrt{4/3}$ ($= 4\cos[\theta_{tet}/2]$). Combining these enhancement factors into Equation 3.16 yields

$$\eta_{DQ,4-axis} = \frac{1}{2} \frac{1}{2\sqrt{4/3}} \frac{\hbar}{g_e\mu_B} \frac{\sqrt{t_I + \tau + t_R}}{\tau} \frac{1}{C'} e^{-\tau/T_{2DQ}^*} \sqrt{\beta}. \tag{3.17}$$

The diamond used in the present work has native $T_{2}^* = 450 \text{ ns}$, $[\text{N}] = 27 \text{ ppm}$, and $\sim 6\%$ conversion efficiency from $[\text{N}]$ to $[\text{NV}^{-}]$. In an illumination volume of $1 \mu\text{m}^3$, $n_{NV} = 3.0 \times 10^5 \text{ NV}^{-}$ spins are addressed. For simplicity these estimates assume negligible light losses in the optical system so that the photon collection rate from a $1 \mu\text{m}^3$ volume is $\mathcal{R} = 3.0 \times 10^{11}$ photons per second. We assume typical values of $t_I = 1 \mu\text{s}$ and $t_R = 300 \text{ ns}$. Using these parameters in Equation 3.17 with $\tau = T_{2DQ}^* = T_{2}^*/2 = 225 \text{ ns}$, the expected volume-normalized sensitivity of an enhanced sensitivity magnetometer using the present diamond chip is $1.57 \text{ nT} \mu\text{m}^{3/2}\text{Hz}^{-1/2}$. This represents more than 20-fold improvement over the present instrument, with bulk sensitivity $15 \text{ pT}/\sqrt{\text{Hz}}$ over a $13 \mu\text{m} \times 200 \mu\text{m} \times 2000 \mu\text{m} = 5 \times 10^6 \mu\text{m}^3$ volume, leading to a volume-normalized sensitivity of $34 \text{ nT} \mu\text{m}^{3/2}\text{Hz}^{-1/2}$.

For a next-generation diamond chip, we assume the following parameters: $T_{2}^* = 21 \mu\text{s}$, $t_I = 2 \mu\text{s}$, $t_R = 300 \text{ ns}$, $[\text{N}] = 2 \text{ ppm}$, and 50\% conversion efficiency from $[\text{N}]$ to $[\text{NV}^{-}]$, such that in an illumination volume of $1 \mu\text{m}^3$, $n_{NV} = 1.76 \times 10^5$ and
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\( R = 1.76 \times 10^{11} \) photons per second. Using these parameter estimates in Equation 3.17 and using \( \tau = T_{2DQ}^* = T_2^*/2 = 5.25 \mu s \), the expected volume-normalized sensitivity is 118 pT \( \mu m^3/Hz^{1/2} \), representing a nearly 300× improvement over the present instrument. Further sensitivity enhancements may be possible through quantum-assisted techniques [101, 131, 188] or even using other solid-state color defects [216].

3.4.2 Trade-off between signal-to-noise ratio, spatial resolution, and temporal resolution in next-generation magnetic imager

The challenges to improve sensitivity and implement high-resolution imaging resolution are related, as there exist trade-offs between magnetic field sensitivity and both spatial and temporal resolution for a given NV− density in the NV−-rich layer [3]. To assess these trade-offs to inform future studies, we calculate the expected spatial resolution and SNR of a next-generation NV-diamond magnetic imager with a projected volume-normalized sensitivity of 118 pT \( \mu m^3/Hz^{1/2} \) in the context of sensing propagating APs from mammalian neurons (see Figure 3.4.1).

In the idealized case of uniform optical intensity, MW intensity, and NV− density, the shot-noise-limited magnetometer sensitivity scales as \( \eta \propto 1/\sqrt{V} \) where \( V \) is the total sensing volume. We denote the volume-normalized sensitivity \( \eta^V \equiv \eta \sqrt{V} \). As discussed above, the present NV-diamond magnetometer has \( \eta^V = 34 \ nT \ \mu m^{3/2}Hz^{-1/2} \), whereas a next-generation magnetic sensor is expected to achieve \( \eta^V = 118 \ pT \ \mu m^{3/2}Hz^{-1/2} \), nearly 300 times better than the present system.

The sensing volume \( V \) consists of the NV− layer at the diamond chip surface, with area \( A \) and depth \( d \) such that \( V = Ad \). The sensing surface may be divided into a square grid of \( M \) pixels, with each pixel forming the top surface of a voxel of volume \( v = l^2d \), where \( l = \sqrt{A/M} \) is the pixel side-length. The sensitivity for a pixel is then \( \eta_{pixel} = \eta^V / l \). The scaling relation between \( \eta_{pixel} \) and \( l \) is illustrated in Figure 3.4.1a.

For a shot-noise-limited magnetometer, higher temporal resolution requires increased magnetometer bandwidth BW. The SNR for a fixed amplitude magnetic
Figure 3.4.1: Estimated sensitivity and signal-to-noise ratio versus spatial resolution.  
a) Scaling with spatial resolution $l$ of the expected sensitivity of a magnetometer with volume-normalized sensitivity $34 \text{nT} \text{µm}^{3/2} \text{Hz}^{-1/2}$ of the present instrument (red dashed line) and of a next-generation NV-diamond magnetic imager (blue solid line) with volume-normalized sensitivity $118 \text{pT} \text{µm}^{3/2} \text{Hz}^{-1/2}$. Here $l$ is defined in terms of the volume $v$ of NV-diamond directly below the axon from which the NV$^-$ fluorescence is imaged onto a single pixel, $v = l^2 d$, for an NV$^-$ layer thickness $d = 5 \text{ µm}$.  
b) Magnetic signal-to-noise ratio (SNR) for a single pixel of a next-generation instrument with sensitivity $118 \text{pT} \text{µm}^{3/2} \text{Hz}^{-1/2}$ versus spatial resolution $l$ for NV$^-$ layer thickness $d = 5 \text{ µm}$ and area $l \times l$. Blue trace shows scaling of estimated SNR from an axon of radius $r_a = 5 \text{ µm}$ with an estimated magnetic field of $1 \text{nT}$ at the axon surface, using Equation 3.18. Red dot-dashed trace denotes the asymptotic limit of the expected SNR arising from the inverse scaling of the magnetic field with distance $\rho$ from the source: $B \propto 1/\rho$. Black dashed trace shows the expected SNR of a uniform $1 \text{nT}$ field versus $l$ for $d = 5 \text{ µm}$. Solid black dot marks expected SNR at $l = d = r_a = 5 \text{ µm}$, and open circle marks expected SNR at $l = 10 \text{ µm}$, the approximate crossover point between the two limiting regimes for $d = r_a = 5 \text{ µm}$. The SNR of the same system using an identical magnetometer but with volume normalized sensitivity $34 \text{nT} \text{µm}^{3/2} \text{Hz}^{-1/2}$ would provide signals with SNR reduced by a factor of 288.
signal varies as $\text{SNR} \propto 1/\sqrt{\text{BW}}$. For this exercise, the desired bandwidth is assumed to be from DC to BW. The rise time, a measure of the temporal resolution, is related to the bandwidth by $\text{BW}(\text{Hz}) = 0.35/\tau_{10/90}(s)$. By substitution, $\text{SNR} \propto \sqrt{\tau_{10/90}}$. Moreover, since $\eta_{\text{pixel}} = \frac{V}{4\pi d}$, the SNR for a single pixel also scales as $\text{SNR} \propto l$. Thus the SNR for a pixel remains constant when the quantity $\tau_{10/90}l^2$ is held constant. For example, to gain a factor of $4 \times$ in temporal resolution while maintaining fixed SNR, the spatial resolution of the magnetic field map would have to be made $2 \times$ worse. This illustrates the inherent trade-off between spatial resolution and temporal resolution if a given SNR is desired.

For signal fields containing spatial information, however, the SNR may level off or even decrease as $l$ increases, as discussed in more detail below, which can also affect the trade-off between $\tau_{10/90}$ and and $l$ for fixed SNR. See Figure 3.4.1b for an example estimated SNR scaling for a typical mammalian axon ($r_a = 5 \ \mu m$) with spatial resolution $l$, for fixed NV-layer depth ($d = 5 \ \mu m$). In such cases, smaller sensing volumes are often preferable, even for fixed $\eta^V$. The quantity $1/(\eta V)$ is a useful figure of merit for imaging non-uniform fields from mammalian neurons, as this quantity encompasses the trade-off between SNR and spatial resolution for magnetic fields that fall off as $1/\rho$, (i.e., as $1/l$ for fixed $d$). In a next-generation NV-diamond magnetometer with $V \approx 50 \ \mu m \times 50 \ \mu m \times 5 \ \mu m = 1.25 \times 10^4 \ \mu m^3$, the value of $1/(\eta V)$ is expected to be enhanced by $\approx 6000$ compared to the present instrument.

Optimization may be performed to find the ideal sensing volume per pixel for a given bulk sensitivity by considering the spatial information of the fields being sensed. At sensor-to-source standoff distances much less than the AP wavelength $\lambda_{\text{AP}}$ ($\approx 1 \ mm$ for unmyelinated mammalian axons [209, 210]), external return currents do not attenuate the magnetic signal appreciably and axon AP magnetic fields fall off with radial distance from the neuron center $\rho$ as $1/\rho$ [201]. Let the average field at the location of an NV- center positioned at the neuron surface directly beneath the neuron (i.e., $\rho = r_a$) be $B(r_a, t) = B_0(t)$. The average field sensed by a layer of NVs of thickness $d$ directly below the neuron surface ranging from $\rho = r_a$ to $\rho = r_a + d$ is then $B_{\text{avg}}(t) = B_0(t) \frac{r_a}{d} \int_{r_a}^{r_a+d} \frac{d\rho}{\rho} = B_0(t) \frac{r_a}{d} \ln \left( \frac{r_a+d}{r_a} \right)$. For example, for an AP signal
that reaches a peak value of 1 nT at the surface of an axon, where \( r_a = 5 \, \mu m \), the average magnetic field detected by an NV-layer of thickness \( d = 5 \, \mu m \) below the axon is 0.69 nT.

In addition, the detected signal falls off in the lateral dimensions for NVs not positioned directly under the center of the axon. Taking the positive z-direction to be the propagation direction of the AP, and transforming from cylindrical to Cartesian coordinates (\( \rho^2 = x^2 + y^2 \), \( \tan(\theta) = y/x \)), the magnitude of the AP magnetic field scales as
\[
B_{x,y}(x,y,t) = \frac{B_0(t) r_a}{\sqrt{x^2+y^2}}
\]
with x- and y-components
\[
B_x(x,y,t) = \frac{-y}{x^2+y^2} r_a
\]
and
\[
B_y(x,y,t) = \frac{x}{x^2+y^2} r_a,
\]
and z-component \( B_z = 0 \). The average field over a square layer of area \( l \times l \) in the x-z plane and thickness of \( d \) in y is thus
\[
B_{x,avg}(t) = -B_0(t) \frac{r_a}{l^2 d} \int_{-l/2}^{l/2} dz \int_{-l/2}^{l/2} dx \int_{-r_a}^{-(r_a+d)} dy \frac{y}{x^2+y^2}
= B_0(t) \left[ \frac{r_a}{2d} \ln \left( \frac{(r_a + d)^2 + (l/2)^2}{r_a^2 + (l/2)^2} \right) + \frac{r_a^2}{(l/2)d} \tan^{-1} \left( \frac{r_a + d}{l/2} \right) - \frac{r_a(r_a + d)}{(l/2)d} \tan^{-1} \left( \frac{r_a + d}{l/2} \right) + \frac{\pi r_a}{l} \right].
\]
A similar equation exists for \( B_{x,avg}(t) \). Here we have made the valid assumption that the layer dimension along z is small compared to the characteristic AP length scale, \( l \ll \lambda_{AP} \), such that the magnetic signal is not attenuated when averaged over this dimension. Again, for \( r_a = 5 \, \mu m \) and \( d = 5 \, \mu m \), and with \( l = 5 \, \mu m \), the expected magnetic field averaged over the sensing region is reduced only slightly further to 0.66 nT.

As described above, the spatially averaged AP magnetic field from an axon of radius \( r_a \), placed on a sensing layer of area \( a = l \times l \) and thickness \( d \), and oriented along the z-axis, is given by Equation 3.18. In the limit where \( d,l \ll r_a \), the signal approaches \( B_0(t) \). For \( l \gg r_a, d \), the signal falls as \( 1/l \), and for \( d \gg r_a, l \), the signal falls off as \( 1/d \). As shown in Fig.S13B, there is a trade-off between spatial resolution and SNR for a fixed sized axon. Determination of the optimal spatial resolution requires evaluating when the marginal resolution cost of increasing \( l \) is no longer justified by increased SNR, as shown in Figure 3.4.1b. For a signal field that approximates the
field from a current-carrying wire (from the axon model [201, 202]), and for pixel sensing volumes much larger than the wire radius but still smaller than the wire length, such that the above equation for $B_{x,\text{avg}}(t)$ continues to apply, the average magnetic field over a sensing volume $v = l^2d$ falls off as roughly $1/l$ for fixed $d$, and the shot-noise limited SNR is independent of $l$. In this flat asymptotic limit shown in Figure 3.4.1b, enhancing the spatial resolution has negligible cost to the SNR. In contrast, when $l$ becomes small compared to $r_a$, the signal field becomes roughly uniform over each sensing volume. At this point, the SNR per pixel falls off with decreasing $l$, as shown in Figure 3.4.1b, and the additional spatial information gained from the enhanced resolution diminishes. However, in the absence of camera read noise, more pixels - each corresponding to smaller sensing regions - may be used and later binned together in post-processing to recover larger SNR values.

Based on this analysis, where for simplicity we have ignored camera read noise, we conclude that the optimal regime in which to operate an NV-diamond neuron magnetic imager with fixed $\eta^v$ (in the absence of image post-processing) is when both $d$ and $l$ are $\approx r_a$. For the example of a neuron with $r_a = 5 \, \mu m$, (and choosing $d = r_a$), Figure 3.4.1b marks with an open circle the approximate crossover between the two limiting regimes at $l = 10 \, \mu m$. Use of non-square sensing regions ($a = l \times w, l \neq w$) matched roughly to the dimensions of the sources being imaged can lead to significant improvements in expected SNR, as discussed below.

We next estimate the SNR of a detected mammalian neuron AP magnetic signal using a next-generation NV-diamond magnetometer, which, as discussed above, has an anticipated volume-independent sensitivity of $118 \, \text{pT} \, \mu m^{3/2}\text{Hz}^{-1/2}$. For a sensing volume of $5 \, \mu m \times 12.5 \, \mu m \times 200 \, \mu m$, and a $5 \, \mu m$-radius mammalian axon centered on and oriented along the long axis of the sensing region with a $1 \, \text{nT}$ peak AP magnetic field at the surface of the axon, the spatially-averaged magnetic field detected by the NV-diamond sensor is $564 \, \text{pT}$. The RMS noise of a time trace of magnetic data taken over that sensing volume with sampling rate $3 \, \text{kS/s}$ is $57.9 \, \text{pT}$. The expected SNR from this estimate is thus 9.73, prior to any SNR-enhancing temporal filtering techniques.
3.4.3 Extension of technique to resolving currents from mammalian neuron systems

In a next-generation NV-diamond instrument for magnetic imaging of networks of neurons oriented arbitrarily on the diamond surface, the component of $B(t)$ perpendicular to the NV$^-$ layer at each point on the diamond surface can be sensed, as shown in Figure 3.4.2. The azimuthal AP magnetic field projections would then have opposite sign for measurement points on different sides of the axon, and $B(t)$ would in general have nonzero projection on each of the four NV$^-$ axes, allowing mapping of AP propagation in the network.

Figure 3.4.2: Proposed method for magnetic imaging of AP dynamics from networks of smaller neurons with arbitrary orientation. Here the NV$^-$ sensor layer detects the magnetic field component normal to the diamond surface, which has opposite sign on different sides of the specimen.

Realization of sufficient magnetometer sensitivity is anticipated to be the primary challenge to extending NV-diamond magnetic imaging to mammalian neurons and from single neurons to networks of neurons. In contrast, implementation of magnetic imaging with micron-scale spatial resolution and $\sim 100 \, \mu$m field of view is expected...
to be relatively straightforward, as it mainly requires applying previously developed wide-field NV-diamond magnetic imaging technology demonstrated with biological systems [217] to the present and anticipated enhanced-sensitivity magnetometer. Sensitivity rather than spatial resolution is thus the chief limit to reconstructing neuronal currents from acquired magnetic field maps using an NV-diamond magnetic imager.

However, both the optimal resolution and the achievable SNR for a given sensitivity depend on the nature, number, and spacing of current sources being measured. In the absence of noise, the biomagnetic inverse problem [211] can be uniquely solved for 2D networks close [213] to the diamond sensing layer. 3D networks are more problematic: not only are magnetic signals smaller due to greater source-sensor standoff distance, but the problem is under-constrained, meaning that multiple reconstructions of current sources are possible from an observed magnetic field map. In all cases, a priori information about the network structure under study, as could be obtained with a bright field confocal microscope or other traditional optical methods, may be used to further constrain solutions, thereby increasing reconstruction accuracy and decreasing magnetometer sensitivity requirements. Similarly, prior information about axon morphology, the presence or absence of myelin, and other physiological and geometrical features could inform determination of the origins of imaged magnetic signal differences and associated individual neuronal currents, e.g., due to differences in AP conduction velocity [218]. To resolve signals from networks of neurons and non-axonal processes, we envision a staged approach outlined in more detail below. For this discussion we define the mean neuron-to-neuron spacing as $w$ and the mean neuron-to-sensor-plane standoff distance as $q$. Note also that each stage of this effort will be aided by studies of model physical systems (e.g., fabricated wire arrays placed on the NV-diamond sensor surface) to characterize system performance and current source reconstruction algorithms for well-controlled systems.

The first stage consists of imaging sparse ($w > q$), where ($q \sim 10$ µm), 2D arrays of neurons and reconstructing the axonal currents. As an example, we show simulations of expected magnetic field maps of AP signals from four overlapping mammalian axons combined with added fluctuations due to magnetometer shot noise, both with and
Figure 3.4.3: Simulated magnetic field maps from multiple neurons. a) Calculated map of average magnetic field magnitude over NV layer from four firing wire-like axons with \( r = 5 \) \( \mu \text{m} \) each producing a maximum field amplitude of 1 nT at the axon surface. Axons are placed directly on the NV sensing layer of thickness \( d = 5 \) \( \mu \text{m} \). Field of view is 100 \( \mu \text{m} \times 100 \) \( \mu \text{m} \) and pixel area is \( l \times l = 2.5 \) \( \mu \text{m} \times 2.5 \) \( \mu \text{m} \). b) Spatial Fourier transform of image in (a). Signal information is concentrated at low spatial frequencies. c) Simulated raw image of magnetic field map from (a) in the presence of Gaussian noise of 1.2 nT RMS deviation per pixel, as expected from a shot-noise-limited NV-diamond magnetic imager with sensitivity 118 pT\( \mu \text{m}^{3/2} \text{Hz}^{-1/2} \) and sampling rate 3 kS/s. A magnetic imager with volume-normalized sensitivity 34 nT\( \mu \text{m}^{3/2} \text{Hz}^{-1/2} \) of the present instrument would require \( N_{\text{avg}} = 83000 \) averaged trials to yield an image with the same SNR. d) Spatial Fourier transform of field map in (c). e) Magnetic map from (c) after processing with spatial low-pass filter applied via convolution with Gaussian kernel of 1-pixel (2.5 \( \mu \text{m} \)) s.d. f) Spatial Fourier transform of field map in (e), displaying reduced contribution from noise at high spatial frequencies and preserved low-frequency signal information. Displayed color scale in (b), (d), and (f) saturates the center pixel, which has value \( \sim 0.53 \) nT in all three images. g) Magnetic field map from (a) simulated in the presence of \( 1/\sqrt{10} \) the noise in (c), demonstrating SNR enhancement from averaging \( N_{\text{avg}} = 10 \) trials.
without modest spatial filtering of the simulated data to demonstrate the capability for enhanced SNR with image processing (see Figure 3.4.3). The simulation assumes a shot-noise-limited sensitivity of \(118 \text{ pT} \cdot \mu\text{m}^{3/2} \cdot \text{Hz}^{-1/2}\), as outlined above. The field-of-view of the simulation is \(100 \mu\text{m} \times 100 \mu\text{m}\) and the NV\(^-\) layer depth is \(d = 5 \mu\text{m}\). The pixel size is set to \(2.5 \mu\text{m} \times 2.5 \mu\text{m}\). Axons are modeled as straight wire-like sources according to the axon (volume conductor) model \([210, 201]\) with \(r_a = 5 \mu\text{m}\) placed in contact with the diamond NV\(^-\) layer; and fired simultaneously, each with action current set to produce a peak field of 1.0 nT at the axon surface. For the sensing volume corresponding to each pixel, the expected magnitude of the magnetic field vector is calculated (Figure 3.4.3a). A noise profile of 1.2 nT RMS deviation per pixel, calculated from expected performance of the next-generation device, is added on top of this profile to achieve the realistic profile of an image taken in a single shot with a sampling rate 3 kS/s (Figure 3.4.3c).

Without substantial loss of spatial information, the SNR of the image can be improved through use of low-pass spatial filtering, as shown in Figure 3.4.3e, where a simple Gaussian convolution is applied to the image in Figure 3.4.3c. This spatial filter takes advantage only of the knowledge that shot-noise fluctuations have a higher spatial frequency bandwidth than the magnetic signal, as shown in Figure 3.4.3b, d, f. By filtering out high spatial frequency components of the image, a Gaussian spatial filter eliminates more noise than signal from the image. This and other straightforward spatial filters are able to enhance image SNR without knowledge of the propagation direction or conduction velocity of APs. When the temporal profile of expected magnetic signals is known, temporal matched filtering can improve image SNR even in the absence of information on the spatial distribution or propagation directions of current sources. The temporal profile of an axonal AP magnetic signal waveform is independent of axon orientation, even when only a single component of the magnetic field is measured. Further improved performance can be achieved using prior information about the spatial locations of the neuronal current sources (i.e., spatial matched filtering), through combining spatial information with the known temporal profile of the action current, and through use of similar image-processing methods \([219]\).
Where possible, synchronizing multiple AP firings and averaging traces together, as is done in the present studies, can significantly improve image SNR. To represent the effect of modest \( N_{\text{avg}} = 10 \) trials averaging, the noise level is decreased to \( 1.2 \, \text{nT} / \sqrt{10} = 0.35 \, \text{nT} \) in Figure 3.4.3g to demonstrate the distinguishability of the four axons in the image, even from the raw unprocessed magnetometer output.

Furthermore, methods of spatial filtering can be used to solve the biomagnetic inverse problem - i.e., relate magnetic field maps back to current distributions - even in the absence of prior knowledge about the nature of the sources. Substantial work in the literature, (particularly by Wikswo and collaborators) demonstrates the ability to reconstruct arbitrary 1D and 2D current distributions from magnetic field images recorded some distance from the sources in the presence of noise [213, 203, 208]. Additionally, spatial filtering introduces a trade-off between required SNR to determine the current distribution and standoff distance \( q \) from the imaging plane to the source plane, favoring small \( q \). For example, Ref. [213] shows that two magnetic imagers - one with 100× the noise and 1/5 the SNR of the other, but positioned 3× closer to the source - can reconstruct a 2D current distribution equally well. Growth of 2D cultures of neurons directly on the diamond sensor alongside use of a sufficiently thin NV- sensor layer \( (d \approx 5 \, \mu m) \) will ensure that \( q \) is always small compared to both \( w \) and \( \lambda_{\text{AP}} \). Thus, we envision assigning magnetic fields to particular cells in sparse networks, without prior knowledge of the nature of the signals, based on magnetic field maps with limited SNR.

The next stage involves magnetic imaging of currents from dense 2D neuronal networks comprising overlapping neurons with mean neuron-neuron spacing \( w \lesssim 10 \, \mu m \). To avoid aliasing of high spatial frequencies when using spatial filtering methods, \( w \gtrsim l, d \) is generally required [213, 212]. Fortunately, the sensing surface of an ensemble-based NV- imager is continuous, with imaging resolution adjustable external to the sensor (e.g., by changing imaging magnification), with the restriction that the ultimate resolution will be limited to approximately the sensor layer thickness \( d \). With sufficient magnetometer sensitivity, spatial filtering techniques are also expected to allow effective reconstruction of currents in non-axonal processes in 2D,
even without \textit{a priori} knowledge of the currents within such structures. Furthermore, super-resolution imaging techniques could be applied to the diamond sensor to enhance spatial resolution below the optical diffraction limit [21]. Therefore, the principal challenge in magnetic imaging of dense 2D neuronal networks reduces to improving magnetometer sensitivity.

Assuming successful implementation of the above, we next foresee reconstruction of sparse neural networks in 3D space, e.g., cultures or tissue slices with nonnegligible thickness (\(\sim 100 \mu\text{m}\)) placed on the diamond surface. We expect to maintain a proximity of \(\sim 10 \mu\text{m}\) from the sensor layer to the tissue slice, although the standoff distance \(q\) to a given current source within the slice will naturally be larger (up to \(\sim 100 \mu\text{m}\)) reducing magnetic signal amplitudes and limiting the effective spatial resolution to \(\sim q\) in the absence of additional known structural information localizing specific current sources within the tissue.

Solving the inverse problem in 3D requires \textit{a priori} assumptions about the nature of the expected sources in order to determine a unique solution [213]. For example, schemes used in present-generation MEG typically employ a dipole model of currents in the brain generating detectable magnetic fields [77]. While this simplification sufficiently constrains the inverse problem and allows for physical solutions to be found, it largely neglects the complex physiological activity generating the fields - effects that often cannot be observed at distances far from the sources such as outside the skull. Furthermore, in some cases dipole models are physiologically unrealistic [208].

Where possible, it is preferable to use a model that retains information on individual neurons. For example, the axon (volume conductor) model [210, 201], which constitutes the basis for the simple magnetic model used in the present work, treats individual neurons as cylindrically symmetric wire-like current sources. In order to resolve currents from individual neurons and justify use of this model, magnetic field measurements must be made at distances sufficiently close to the neurons, such that \(q \lesssim w\) [208]. For SQUID and atomic magnetometers, both of which are bulky and typically cannot meet this requirement, the method of downward continuation [214] may be used to reconstruct the field distribution in the near-field [208]. However,
downward continuation requires a much improved SNR and places additional restrictions on both acceptable values of \( w \) and the nature of the sources [214]. The close proximity to sources afforded by the NV-diamond sensor greatly alleviates these restrictions [213]. In the near-field regime, \((q < \lambda_{AP} \approx 1 \text{ mm})\), magnetic fields from simultaneous currents at different locations will neither partially nor completely cancel as they would at a location \( \sim 1 \text{ cm} \) or more away [208]. The ability of NV-diamond to perform magnetic field measurements in the near-field, where return-currents can largely be ignored, allows for the application of more physically detailed, physiologically realistic models to sufficiently constrain the inverse problem without ignoring physiologically relevant information about the neuronal dynamics. Furthermore, the high temporal resolution of NV-magnetometry can allow for nearly-overlapping current sources to be resolved as long as their signals are separated in time. To further aid in simplifying the substantial inverse problem posed by dense 2D and sparse 3D networks, cultures may be encouraged to grow in controlled patterns [220, 221].

Resolving activity from non-axonal processes in dense 3D networks with both high spatial and high temporal resolution is a significant challenge in neuroscience [74], which we regard as a longer-term goal that may realistically require additional structural knowledge of the network, such as provided by a confocal scan, along with further sensitivity enhancements of the magnetic imaging technique. We regard the task of achieving the necessary sensitivity to map neuronal network dynamics as a practical challenge, albeit a difficult one, which is limited more by a need for engineering advances in NV-diamond magnetometry than by fundamental constraints.
Chapter 4

Simultaneous broadband vector magnetometry using solid-state spins

This chapter describes a novel technique for high-speed NV-diamond vector magnetometry and its experimental implementation. The chief performance goal for vector magnetometry is that all components of a magnetic field vector be reconstructed with high SNR in a short period of time, meaning that the sensitivity along all field directions, $\eta_x$, $\eta_y$, and $\eta_z$, must be minimized. Toward this goal, we demonstrate a vector magnetometer that simultaneously measures all Cartesian components of a dynamic magnetic field using multi-channel lock-in detection to extract the magnetic-field-dependent spin-resonance shifts of NVs oriented along all four tetrahedral diamond axes from the optical signal measured on a single detector. The sensor operates from near DC (5 Hz) up to a 12.5-kHz measurement bandwidth and simultaneously achieves $\sim 50 \text{ pT}/\sqrt{\text{Hz}}$ magnetic-field sensitivity for each Cartesian component, which is, to date, the highest demonstrated sensitivity of a full vector magnetometer employing solid-state spins. Compared to optimized devices interrogating the four NV orientations sequentially, the simultaneous vector magnetometer enables a $4 \times$ measurement speedup. The technique can be extended to pulsed-type sensing protocols and parallel wide-field magnetic imaging. The majority of this chapter is adapted from Ref. [25].
4.1 Introduction

A wide range of magnetometry applications require real-time sensing of a dynamic vector magnetic field, including magnetic navigation [222, 223, 224, 225], magnetic anomaly detection [223, 224], surveying [226], current and position sensing [223, 224, 227], and biomagnetic field detection and imaging [194, 77, 228, 50, 51, 24, 229, 52]. Scalar magnetometers, such as vapor cell, proton precession, and Overhauser effect magnetometers, measure only the magnetic field magnitude [227]. Vector projection magnetometers, including SQUIDs, fluxgates, and Hall probes, measure the magnetic field projection along a specified axis in space; the determination of all three Cartesian field components then requires multiple sensors aligned along different axes. Uncertainty or drifts in the relative orientations or gains of these multiple sensors can result in heading errors, which limit the vector field reconstruction accuracy [230, 231, 232]. In contrast, the fixed crystallographic axes inherent to solid-state spin-based sensors allow complete vector field sensing while mitigating systematic errors from sensor axis misalignment and drifting gains [54, 49, 50, 233, 234, 225].

In particular, negatively charged nitrogen-vacancy (NV\(^{-}\)) centers in single-crystal diamond provide high-sensitivity broadband magnetic sensing and imaging under ambient or extreme physical conditions [3]. As described in Chapter 1, the NV\(^{-}\) center’s electronic ground state has spin \(S = 1\) with the lower-energy \(m_s = 0\) level separated from the \(m_s = \pm 1\) levels by a zero-field splitting \(D \approx 2.87\) GHz (see Figure 4.1.1a). NV\(^{-}\) centers have symmetry axes aligned along one of four crystallographic orientations set by the diamond lattice’s tetrahedral symmetry (see Figures 4.1.1b and 4.1.1c). A bias magnetic field \(\vec{B}_0\), the \(m_s = \pm 1\) Zeeman-shifts the NV\(^{-}\) spin energy levels by \(\approx \pm \hbar \gamma_e \vec{B}_0 \cdot \hat{n}\) for fields \(\gamma_e B_0 \ll 2\pi D\), where \(\gamma_e = g_e \mu_B / \hbar = 2\pi \times 28.03\) GHz/T is the NV\(^{-}\) electron gyromagnetic ratio and \(\hat{n}\) is the NV\(^{-}\) symmetry axis. Optical preparation and readout of the NV\(^{-}\) spin state is mediated by an intersystem crossing through a set of singlet states with preferential decay to the \(|m_s = 0\rangle\) state, which results in higher photoluminescence (PL) from the \(|m_s = 0\rangle\) than from the \(|m_s = \pm 1\rangle\) states [18, 19]. By measuring the optically detected magnetic resonance (ODMR)
features of an *ensemble* of NV⁻ centers, with NV⁻ symmetry axes distributed along all four crystallographic orientations (Figure 4.1.1d), the three Cartesian components of a vector magnetic field signal can be sensed using a monolithic diamond crystal [49]. Furthermore, the fixed crystallographic axes inherent to this solid-state system enable vector sensing free from heading errors.

To date, ensemble NV⁻ vector magnetometers measure the three Cartesian magnetic field components either by sweeping a microwave (MW) tone across the full ODMR spectrum [54, 48, 235] or by interrogating multiple ODMR features, either individually [3, 49, 50, 236, 237, 238] or in parallel [239, 240, 241], with near-resonant MWs. Although at least three ODMR features must be interrogated to determine the magnetic field vector, four or more are often probed to mitigate systematic errors from strain, electric fields, or temperature variation [169, 56, 91, 8]. Regardless of implementation, these existing methods all reconstruct the three Cartesian magnetic field components from a series of field projection measurements along at least three predetermined axes (see Section 1.4.2).

In existing implementations, the projective field measurements are performed sequentially, and such magnetometers have so far only demonstrated sensing of static or slowly varying fields [54, 48, 49, 242, 50, 240, 241]. A sequential vector magnetometer inherently exhibits suboptimal sensitivity, however, as the sensor is temporarily blind to magnetic field components *transverse* to the chosen axis during each projective measurement. In addition, any dead time associated with the vector field measurement, including time spent switching the MW frequency or driving far off resonance, reduces the measurement speed and bandwidth as well as the achievable sensitivity of a shot-noise-limited device.

To overcome these drawbacks, we demonstrate simultaneous measurement of all Cartesian components of a dynamic magnetic field components using parallel addressing and readout from all four NV⁻ orientations in a single-crystal diamond. We implement this technique using multi-channel lock-in detection to extract the four magnetic-field-dependent spin-resonance shifts from the optical signal measured on a single detector. By performing four projective field measurements simultaneously,
our technique enables high-sensitivity, broadband vector magnetometry without the inefficiency inherent to sequential projective measurement techniques. This method can decrease the time required to reconstruct a magnetic field vector with a given signal-to-noise ratio (SNR) by at least $4\times$ compared to optimized sequential addressing of the NV$^{-}$ orientations, resulting in at least $\sqrt{4} = 2\times$ higher sensitivity for shot-noise-limited magnetometers.

The present device operates from near dc (5 Hz) up to a 12.5-kHz measurement bandwidth and simultaneously achieves $\sim 50 \text{ pT}/\sqrt{\text{Hz}}$ magnetic-field sensitivity for each Cartesian component, which is, to date, the highest demonstrated sensitivity of a full vector magnetometer employing solid-state spins. In this chapter we introduce the simultaneous vector magnetometry method, we describe the implementation of the magnetometer, and we discuss sensor calibration and signal processing. We then show a vector sensing demonstration, wherein we reconstruct all three Cartesian components of an applied dynamic vector magnetic field with high sensitivity and bandwidth. Finally, we discuss extensions of this technique to pulsed-type sensing protocols and parallel wide-field magnetic imaging.

4.2 Simultaneous vector magnetometry method

In many high-sensitivity measurements, technical noise such as $1/f$ noise is mitigated by moving the sensing bandwidth away from DC via up-modulation. One method, common in NV-diamond magnetometry experiments, applies frequency [26, 24, 244, 241] or phase modulation [49, 245, 33, 81] to the MWs addressing a spin transition, which causes the magnetic field information to be encoded in a band around the modulation frequency. Here we demonstrate a multiplexed [246, 247, 248, 249] extension of this scheme, where information from multiple NV$^{-}$ orientations is encoded in separate frequency bands and measured on a single optical detector. Lock-in demodulation and filtering then extracts the signal associated with each NV$^{-}$ orientation, enabling concurrent measurement of all components of a dynamic magnetic field.

In this technique, four dedicated MW tones, each dithered at a unique modula-
Figure 4.1.1: NV\textsuperscript{−} ensembles for vector field sensing. a) Energy level diagram for the nitrogen-vacancy (NV) center in diamond, with zero-field splitting $D$ between the ground-state electronic spin levels $m_s=0$ and $m_s=\pm 1$. Expanded view shows Zeeman shifts of the $m_s=\pm 1$ energy levels in the presence of a magnetic field $\vec{B}$ for different projections along the NV\textsuperscript{−} symmetry axis. b) Four crystallographic orientations of the NV\textsuperscript{−} center in diamond. For an ensemble of NV\textsuperscript{−} centers within a single crystal diamond, the NV\textsuperscript{−} symmetry axes are equally distributed along the four orientations. c) NV\textsuperscript{−} symmetry axes and lab-frame directions ($\hat{x}$, $\hat{y}$, $\hat{z}$), defined in terms of diamond lattice vectors. A magnetic field $\vec{B}$ projects onto the four NV\textsuperscript{−} orientations, causing the Zeeman shifts shown in (a). Shifts associated with off-axis magnetic fields are ignored for simplicity. d) Optically detected magnetic resonance (ODMR) spectrum displaying photoluminescence (PL) signal from an ensemble of NV\textsuperscript{−} centers in a bias magnetic field $\vec{B} = \vec{B}_0 = (3.54, 1.73, 6.95) \text{ mT}$, $|\vec{B}_0| = 7.99 \text{ mT}$. Resonance features numbered 1-4 (5-8) correspond to $|m_s=0\rangle \rightarrow |m_s=-1\rangle$ ($|m_s=0\rangle \rightarrow |m_s=+1\rangle$) spin transitions, and subfeatures arise from NV\textsuperscript{−} hyperfine structure [169, 243, 7] (see Figure D.1.1).
tion frequency, address a subset of four of the eight ODMR features shown in Figure 4.1.1d. The implementation here uses modulated continuous-wave (CW) ODMR, where the MWs are frequency modulated and the PL from all NV$^-$ orientations is detected continuously on a single optical detector. Multi-channel demodulation and filtering in software reveal the ODMR line center shifts in response to a change in the magnetic field vector. The Cartesian components of the dynamic magnetic field are reconstructed in real time utilizing an approximated linear transformation derived from the NV$^-$ ground state spin Hamiltonian (see Section 4.5.2). This simultaneous magnetometry method generalizes to addressing any number of ODMR features.

4.3 Sensitivity and bandwidth in vector magnetometry

4.3.1 Sensitivity definition

The sensitivity of a vector projection magnetometer (see Section 1.4.2) is defined as

$$\eta = \delta B \sqrt{T}, \quad (4.1)$$

where $T$ is the duration of a magnetic field measurement and $\delta B$ is the “minimum detectable” field projection along the magnetometer sensing axis, that is, the field projection giving a signal-to-noise ratio (SNR) of 1 [3, 114, 250, 108]. (Note that in practice an SNR several times greater than 1 is required to distinguish a signal from the noise.) The magnetic field sensitivity of a particular magnetic sensor device is calculated from a measurement of magnetometer noise and the magnetometer’s equivalent noise bandwidth as follows (see also the SI Appendix of Ref. [24]).

A magnetic field measurement of duration $T$ (with sampling rate $F_s = 1/T$) has a Nyquist-limited single-sided bandwidth $\Delta f = F_s/2 = 1/(2T)$. When the measurement bandwidth is sampling-rate limited, (and when the noise is white, as is approximately true for photon shot noise), then the noise level of the magnetometer, denoted
\( \sigma_B \), is given by the standard deviation of a series of such measurements. Therefore, the minimum detectable field \( \delta B \) (SNR = 1) is equal to \( \sigma_B \), and the magnetic field sensitivity is given by

\[
\eta = \sigma_B \sqrt{T} = \frac{\sigma_B}{\sqrt{2\Delta f}}. \tag{4.2}
\]

However, if the data are filtered to a reduced equivalent noise bandwidth \( f_{\text{ENBW}} < \Delta f \), the sensitivity should remain unchanged, as sensitivity is a bandwidth-normalized quantity. In this case, the measured standard deviation is reduced to \( \sigma_B' = \sigma_B \sqrt{f_{\text{ENBW}}/\Delta f} \), and the magnetic field sensitivity is

\[
\eta = \frac{\sigma_B'}{\sqrt{2f_{\text{ENBW}}}}. \tag{4.3}
\]

Thus, the factor of \( \sqrt{2} \) appearing in Equation 4.3 arises from the definition of magnetometer sensitivity (Equation 4.1).

### 4.3.2 Bandwidth and signal-to-noise ratio

For a nitrogen-vacancy (NV) ensemble-based magnetometer that interrogates NV- orientations sequentially, a measurement of the full vector magnetic field exhibits a reduced maximum bandwidth relative to a measurement of a single magnetic field component on the same device. The bandwidth difference arises because the full magnetic field vector must be deduced from multiple measurements interrogating different NV- orientations. If a measurement using a single NV- orientation requires time \( T \), a sequential measurement utilizing all four NV- orientations will require time \( 4T \) to sense the full vector magnetic field. Thus, the maximum bandwidth of a full vector magnetic field measurement utilizing all four NV- orientations is \( 4 \times \) lower than for a magnetic field measurement utilizing a single NV- orientation.

In contrast, for a simultaneous vector magnetometry measurement, each NV- orientation is interrogated for the full measurement time. Because the measurement signal-to-noise ratio (SNR) scales as \( \sqrt{T} \) for statistically uncorrelated noise, a magnetometry simultaneous technique achieves \( 2 \times \) the SNR of the sequential measurement.
for each NV orientation. In practice, the relative SNR enhancement may be higher than 2×, as a sequential measurement using a single microwave (MW) generator may suffer from dead time when the MW carrier frequency is switched between the optically detected magnetic resonance (ODMR) features from different NV orientations.

4.3.3 Anisotropic vector sensitivity

For a vector magnetometer that measures field projections along multiple fixed axes in space, the response to a magnetic field’s magnitude may vary with the field’s direction. As a result, the device sensitivity may be anisotropic, in that higher-precision estimation of a magnetic field’s magnitude may be possible when the field is oriented along certain directions relative to other directions. Consider for example a two-dimensional vector projection magnetometer with sensing axes oriented along \( \hat{n}_1 = \hat{x} \) and \( \hat{n}_2 = \hat{y} \). A field \( \vec{B}_{\text{sens}} \) will produce a different net signal on the vector magnetometer depending on the field’s angular orientation. If \( \vec{B}_{\text{sens}} \) projects equally on \( \hat{x} \) and \( \hat{y} \), e.g., \( \vec{B}_{\text{sens}} = (B_{\text{sens}}/\sqrt{2})\hat{x} + (B_{\text{sens}}/\sqrt{2})\hat{y} \), then the total detected signal \( S_{\text{net}} \) is given by

\[
S_{\text{net}} = |S_1| + |S_2| \\
\propto |\vec{B}_{\text{sens}} \cdot \hat{x}| + |\vec{B}_{\text{sens}} \cdot \hat{y}| \\
\propto B_{\text{sens}}/\sqrt{2} + B_{\text{sens}}/\sqrt{2} \\
\propto B_{\text{sens}} \sqrt{2}, 
\]

(4.4)

whereas if \( \vec{B}_{\text{sens}} \) is oriented along \( \hat{x} \), then the total detected signal is instead only \( S_{\text{net}} \propto B_{\text{sens}} \).

For an NV-diamond-based four-axis vector magnetometer operating in the low-field regime (where the approximation that the ODMR line shifts are proportional to the on-axis magnetic field projections is valid), the net signal is

\[
S_{\text{net}} \propto |\vec{B}_{\text{sens}} \cdot \hat{n}_\lambda| + |\vec{B}_{\text{sens}} \cdot \hat{n}_\chi| + |\vec{B}_{\text{sens}} \cdot \hat{n}_\varphi| + |\vec{B}_{\text{sens}} \cdot \hat{n}_\kappa|. 
\]

(4.5)
Figures 4.3.1a and 4.3.1b show the expected net signal on a four-axis NV$^-$ vector projection magnetometer from a unit-magnitude magnetic field as a function of field direction. In this simplified case, magnetic fields oriented along the crystal lattice vectors [100], [010], and [001], produce the largest net signal of any field orientation. We note that fields with these orientations project equally on all four NV$^-$ symmetry axes. In contrast, the net signal is minimized for fields oriented along the crystal lattice vectors [110] and [110].

For an NV-diamond-based four-axis vector magnetometer operating in the general regime (where magnetic field projections both parallel and transverse to the NV$^-$ symmetry axes may cause ODMR line shifts), the net signal for small $\vec{B}_{\text{sens}}$ is

$$S_{\text{net}} \propto |A_1 \cdot \vec{B}_{\text{sens}}| + |A_2 \cdot \vec{B}_{\text{sens}}| + |A_3 \cdot \vec{B}_{\text{sens}}| + |A_4 \cdot \vec{B}_{\text{sens}}|, \quad (4.6)$$

where $A_i$ is the $i^{th}$ row of the linearized matrix $A$. Equation 4.6 can be used to determine the angular dependence of the net signal from a fixed-magnitude magnetic field on the present device in the bias field $\vec{B}_0 = (3.54, 1.73, 6.95)$ mT, as depicted in Figure 4.3.1c. As shown in Figure 4.3.1d, the more generalized treatment (Equation 4.6) introduces a non-negligible shift in the anisotropy compared to that predicted by the simple projection-based treatment (Equation 4.5).

### 4.4 Technique implementation

Figure 4.4.1 depicts the experimental setup, including laser excitation, MW generation, and magnetic field detection. The diamond crystal is a 4 mm $\times$ 4 mm $\times$ 0.5 mm chip with $\langle110\rangle$ edges and a $\{100\}$ front facet, grown by Element Six Ltd. The diamond contains a bulk density of grown-in nitrogen $^{14}\text{N} \approx 4.9 \times 10^{18}$ cm$^{-3}$ and an estimated N-to-NV$^-$ conversion efficiency of $\sim 10\%$ after irradiation and annealing.
Figure 4.3.1: Anisotropy of four-axis vector magnetometer response. a) Net signal on a four-axis projection-based NV-diamond magnetometer versus direction for a fixed-magnitude magnetic field $\vec{B}_{\text{sens}}$. The response is largest for magnetic fields oriented parallel or antiparallel to the diamond crystal lattice vectors ([100], [010], [001]). b) Same as (a) but with lab-frame $x$, $y$, and $z$-axes. Net signal is minimized for magnetic fields along $\hat{x}$ and $\hat{y}$ ([110] and $\bar{[110]}$). c) Net signal on the present NV-diamond vector magnetometer in the bias field $\vec{B}_0 = (3.54, 1.73, 6.95)$ mT, including contributions from field components both parallel and transverse to the NV$^-$ symmetry axes. A slight shift of the signal anisotropy compared to a is apparent. d) Slices of the surface plots in (a) and (c) for $z=0$. Red dashed (--) and blue solid (−) curves respectively mark the net signal from the simplified projection-based magnetometer, and from the present magnetometer.
4.4.1 Diamond mounting

The diamond is adhered to a 2” diameter, 330 µm thick wafer of semi-insulating 6H silicon carbide (SiC) from PAM-XIAMAN to provide both thermal and mechanical stability to the diamond crystal (see Figure 4.4.1a). The SiC wafer is in turn affixed to a 0.04” thick tungsten sheet for additional mechanical stability, which is attached to an aluminum breadboard. The breadboard is mounted vertically so that the SiC and diamond surface (\{100\} facet) make a 90° angle with the optical table. A 1.5” hole cut in the center of the tungsten sheet and a 2” aperture in the center of the breadboard enable the SiC and diamond to be accessed from both sides. The axis normal to the diamond surface, aligned with the [001] crystal lattice vector, is defined to be the lab-frame z-axis; the vertical axis normal to the optical table and along crystal lattice vector [\bar{1}10] is the lab-frame y-axis, and the horizontal axis perpendicular to both the z- and y-axes, along [110], is the x-axis (see Figure 4.1.1c).

4.4.2 Optical setup

The excitation laser source is a 532nm Verdi V-5 outputting 4.3W during typical operating conditions. The laser output passes through a Glan-Thompson polarizer, a half waveplate, and an \( f = 400 \) mm focusing lens. A silver mirror (Thorlabs PF10-03-P01) then directs the beam through a beam sampler (Thorlabs BSF10-A), after which 3.3W impinges on the \{100\} diamond surface at an oblique angle \( \approx 73^\circ \) to the normal with a 400 µm Gaussian \( 1/e^2 \) width. Reflections and scattered excitation light are reflected back toward the diamond using an aluminized mylar sheet opposite the excitation light entry side. The PL from the diamond is collected by an aspheric, aplanatic condenser (Olympus 204431), is long-pass filtered at 633 nm (Semrock LP02-633RU-25), and \( \sim 52 \) mW is imaged onto a silicon photodiode (Thorlabs FDS1010), termed the signal photodiode. Given the photodiode’s 0.46 A/W responsivity at \( \sim 700 \) nm, the \( \sim 52 \) mW PL generates a 24.1 mA photocurrent. This photodiode is reversed biased at 25 volts with a voltage regulator (Texas Instruments TPS7A49) followed by two capacitance multipliers in series [128]. The photocurrent is terminated
into $R_{\text{sig}} = 300 \ \Omega$. Before the diamond, the beam sampler picks off and directs $\sim 135 \text{ mW}$ of the excitation light through a beam diffuser and onto a second identical photodiode, termed the reference photodiode (see Figure 4.4.1b). This photodiode is powered from the same voltage source as the signal photodiode, and its photocurrent (30.1 mA, given the 0.24 A/W photodiode responsivity at 532 nm) is terminated into $R_{\text{ref}} = 270 \ \Omega$.

Each photodiode voltage signal is simultaneously digitized by three analog-to-digital converters (ADCs), two of which are AC-coupled channels of an NI PXI-4462 digitizer. The signals from the AC-coupled channels are averaged in software to reduce digitization noise. Each photodiode voltage signal is also digitized by third ADC, which is a DC-coupled channel of an NI PXI-4461 digitizer. The signals from the DC-coupled channels are used to implement laser noise cancellation, which is discussed in the following section. For the vector sensing demonstration described in Sections 4.4.5-4.6.5, all channels operate at sampling rate $F_s = 202.8 \text{ kSa/s}$.

### 4.4.3 Laser noise cancellation

Laser intensity noise is canceled by scaling and subtracting the green reference signal from the diamond PL signal. The digitized AC voltage from the reference photodiode, sampled over a 1-second-long interval, is scaled and subtracted from the AC voltage from the signal photodiode. The scaling factor for each interval is the ratio of the signal photodiode’s mean DC value to the reference photodiode’s mean DC value from that interval. This cancellation reduces the experimental noise in the 2-6 kHz frequency band by $\sim 30 \times$, achieving a noise level (in the absence of MW noise) that is $\sim 1.5 \times$ above the expected level due to shot noise from both the signal and reference photocurrents (see Section 4.6.4). Under operating conditions with all modulated MWs in use, the experimental noise floor is $2.5-3 \times$ above this same expected shot-noise level. See Section 4.6.5 for noise analysis.
Figure 4.4.1: Experimental setup for simultaneous vector magnetometer. a) Laser and microwave (MW) excitation of NV$^-$ centers in diamond sensor crystal and photoluminescence (PL) collection scheme. Diamond is affixed to one side of silicon carbide (SiC) wafer for stabilization and heat sinking. MW loop on reverse side of SiC provides modulated MW drive to NV$^-$ ensemble. Excitation light at 532 nm enters diamond at $\approx 73^\circ$ to the normal and PL is collected by aspheric aplanatic condenser shown below diamond. From this perspective, the $y$-axis points primarily into the page. b) Schematic of setup. Digital-to-analog converter (DAC) outputs MW frequency modulation (FM) waveforms. MWs are generated by four sources and mixed with radiofrequency (RF) signal at 2.158 MHz to produce modulated carriers plus sidebands, which are amplified, combined, and radiated by the MW loop. Separate MW amplifiers are used to avoid intermodulation (see Section 4.7.2). Excitation laser beam passes through polarizer, half waveplate (HWP), and focusing lens. After a mirror, the beam passes through a beam sampler, where a fraction is imaged onto a photodiode and digitized at the analog-to-digital converter (ADC); and the rest of the beam impinges on the diamond. The diamond PL is collected by the aspheric condenser, long-pass filtered at 633 nm, imaged onto a photodiode, and digitized. See Figure 4.4.2 for a detailed electronics schematic.
4.4.4 Microwave signals and delivery

Figures 4.4.1b and 4.4.2 show schematic diagrams of the experimental setup. Four carrier signals at frequencies $\nu_\lambda, \nu_\chi, \nu_\phi,$ and $\nu_\kappa$ are generated by Agilent E8257D, E4421B, E4421B, and E4422B MW synthesizers. The MW signals are resonant with the ODMR features respectively numbered 2, 4, 6, and 8 in Figure 4.1.1d. These MW tones are sinusoidally frequency modulated at corresponding modulation frequencies $f_\lambda, f_\chi, f_\phi,$ and $f_\kappa$ and frequency deviations $\delta\nu_\lambda, \delta\nu_\chi, \delta\nu_\phi,$ and $\delta\nu_\kappa,$ all of which are tabulated in Table 4.4.1 and described further in Section 4.5.3. The modulation signals are generated from the two analog outputs of each of two National Instruments (NI) PXI 4461 cards within an NI PXIe-1062Q chassis. The chassis also contains another NI PXI-4461 card used to trigger MW sweeps on the Agilent E8275D and for digitizing the detected optical signals, and an NI PXI-4462 card also for digitizing optical signals. All cards within the chassis and all MW and RF sources are synchronized to the Agilent E8257D’s 10 MHz clock using a distribution amplifier (Stanford Research Systems FS735).

Along with the MW carrier signals, MW sidebands - which are generated by mixing an RF source at 2.158MHz with the MW carrier frequencies - address the NV- hyperfine subfeatures [24]. The RF source is an Agilent E4430B synthesizer. A power divider (TRM DL402) splits the 2.158MHz signal four ways. Each of the split signals passes through a Mini-Circuits SLP-19+ low-pass filter and then is mixed with one of the four modulated carrier MW signals using a Relcom double-balanced mixer, either M1J or M1K. Before the mixer, each carrier signal passes through a Teledyne 2-4.5GHz isolator and a 10dB directional coupler. The coupled portion of the carrier signal passes through a 3dB attenuator and is then combined (Mini-Circuits ZX10-2-42-S+) with the sideband frequencies after the mixer to generate a MW signal resonant with all three hyperfine-split spin resonances for a given ODMR feature [169, 24].

The four sets of modulated MWs are amplified using four separate Mini-Circuits ZHL-16W-43-S+ amplifiers to avoid intermodulation (see Section 4.7.2). The ampli-
Figure 4.4.2: Electronic equipment used to generate MW tones to drive four NV orientations in the simultaneous vector magnetometer. Analog inputs and outputs are abbreviated AI and AO.
Table 4.4.1: Parameters detailing the four-axis simultaneous vector magnetometry implementation, as discussed in the text.

| NV⁻ axis | \( \hat{n}_\lambda || [\overline{1}11] \) | \( \hat{n}_\chi || [\overline{1}11] \) | \( \hat{n}_\varphi || [\overline{1}11] \) | \( \hat{n}_\kappa || [111] \) |
|----------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| MW source | 1 | 2 | 3 | 4 |
| Carrier freq. | \( \nu_\lambda = 2.731 \text{ GHz} \) | \( \nu_\chi = 2.862 \text{ GHz} \) | \( \nu_\varphi = 2.966 \text{ GHz} \) | \( \nu_\kappa = 3.069 \text{ GHz} \) |
| Transition | \( |0\rangle \leftrightarrow | -1\rangle \) | \( |0\rangle \leftrightarrow | -1\rangle \) | \( |0\rangle \leftrightarrow | +1\rangle \) | \( |0\rangle \leftrightarrow | +1\rangle \) |
| Mod. freq. | \( f_\lambda = 4056 \text{ Hz} \) | \( f_\chi = 2704 \text{ Hz} \) | \( f_\varphi = 5070 \text{ Hz} \) | \( f_\kappa = 3380 \text{ Hz} \) |
| Deviation | \( \delta \nu_\lambda = 832 \text{ kHz} \) | \( \delta \nu_\chi = 828 \text{ kHz} \) | \( \delta \nu_\varphi = 775 \text{ kHz} \) | \( \delta \nu_\kappa = 1178 \text{ kHz} \) |
| Lock-in signal slope | \( dS_\lambda / d\Delta \nu_\lambda = 39.5 \mu \text{V/kHz} \) | \( dS_\chi / d\Delta \nu_\chi = 42.0 \mu \text{V/kHz} \) | \( dS_\varphi / d\Delta \nu_\varphi = 53.4 \mu \text{V/kHz} \) | \( dS_\kappa / d\Delta \nu_\kappa = 41.6 \mu \text{V/kHz} \) |

4.4.5 Bias magnetic field

The NV-diamond sensor is placed in a bias magnetic field \( |\vec{B}_0| = 7.99 \text{ mT}, \vec{B}_0 = (3.54, 1.73, 6.95) \text{ mT} \), where the lab-frame coordinates \( (x, y, z) \) are defined with respect to the normal faces of the mounted diamond crystal, with unit vectors \( \hat{x}, \hat{y}, \) and \( \hat{z} \) lying along [110], [\overline{1}10], and [001], respectively, as depicted in Figure 4.1.1c. In this coordinate system, the unit vectors parallel to the NV⁻ symmetry axes are \( \hat{n}_\kappa = (\sqrt{2/3}, 0, \sqrt{1/3}) || [111] \), \( \hat{n}_\lambda = (0, -\sqrt{2/3}, -\sqrt{1/3}) || [\overline{1}11] \), \( \hat{n}_\varphi = (0, \sqrt{2/3}, -\sqrt{1/3}) || [\overline{1}11] \), and...
and \( \hat{n}_\chi = \left( -\sqrt{2/\delta}, 0, \sqrt{1/\delta} \right) \| [\bar{1}11] \). The bias field \( \vec{B}_0 \) is applied via a pair of 50 mm diameter, 30 mm thick N52 NdFeB neodymium magnets (Sunkee).

### 4.5 Sensor calibration

#### 4.5.1 Bias field parameter determination

Magnetometer calibration requires determination of the bias magnetic field \( \vec{B}_0 \), the zero-field splitting \( D \), and strain/electric field coupling parameters \( \vec{M}_z \). This calibration procedure is separate from high-sensitivity measurements of small vector magnetic fields \( \vec{B}_{\text{sens}}(t) \). The bias magnetic field is determined using the NV-diamond magnetometer in a measurement consistent with a Hall probe measurement of \( |\vec{B}_0| = 8.4 \) mT. (The latter measurement is limited by the Hall probe’s precision and \( \sim \) cm standoff distance from the diamond.)

By numerically fitting the NV\(^{-}\) ground-state Hamiltonian to the eight measured resonance line centers, the bias field \( \vec{B}_0 \) is determined, along with the value of \( D \) and the longitudinal strain/electric field coupling parameters \( \vec{M}_z \equiv [M_{\lambda z}^{\lambda}, M_{\chi z}^{\chi}, M_{\phi z}^{\phi}, M_{\phi z}^s] \). From the fit, we obtain \( D = 2.8692 \) GHz, \( \vec{M}_z = [-20, -60, 50, 30] \) kHz, and \( \vec{B}_0 \) as reported above.

The NV-diamond magnetometer measures the bias field parameters by sweeping a single MW tone from 2.65 to 3.10 GHz, and monitoring the PL from the diamond; this yields an ODMR spectrum as shown in Figure 4.1.1d. Using a least-squares fit, we determine the line center of the middle hyperfine subfeature of each of the eight \( m_s \) spin transitions. Averaging \( 10^3 \) sweeps yields the following set of line centers, which are used to fit for the static field parameters \( \vec{B} = \vec{B}_0, D \), and \( \vec{M}_z \equiv [M_{\lambda z}^{\lambda}, M_{\chi z}^{\chi}, M_{\phi z}^{\phi}, M_{\phi z}^s] \):
A nonlinear least-squares (Levenberg-Marquardt) numerical minimization method is used to fit the differences between eigenvalues of the NV$^-$ ground state spin Hamiltonian

$$\hat{H}_i = \hbar p D_{M_i z} M_i z + g_e \mu_B B_i \cdot \vec{S}_i$$

(4.8)

to the measured line centers for the four NV$^-$ orientations $i = \lambda, \chi, \varphi, \kappa$, as described in the Supporting Information of Ref. [13]. Here the dimensionless spin-1 operator of the NV$^-$ triplet ground state $\vec{S}_i$ is defined in the NV$^-$ body frame with $\hat{z} \equiv \hat{n}_i$; $D$ is the temperature- and strain-dependent zero-field splitting, defined specifically to be the coupling component $\alpha (S_z^i)^2$ that is common to all four NV$^-$ orientations [169]; and $M_z^i$ is the additional anisotropic coupling, which differs between the four orientations and is attributed to longitudinal strain and electric fields [57, 13, 251]. Coupling of transverse strain and electric fields $M_x^i$ and $M_y^i$ to the NV$^-$ spin is suppressed by the on-axis component of the bias field, ($\frac{g_e \mu_B}{\hbar} B_{0,z} \gg M_{x}^{i}, M_{y}^{i}$), and is therefore neglected [81, 94]. In contrast, the components of $\vec{B}_0$ transverse to the NV$^-$ symmetry axes, ($B_{0,x}^i$ and $B_{0,y}^i$), contribute non-negligible shifts to the observed ODMR line centers.

Statistical uncertainties in the bias field parameters are estimated to be $\sim 100$ nT for each component of $\vec{B}_0$ and $\sim 2$ kHz for each of the electric/strain field coupling parameters $\vec{M}_z$ and $D$. The uncertainties are determined by extracting $\vec{B}_0$, $\vec{M}_z$, and

$$\nu_{\text{ODMR}} = \begin{bmatrix} \nu_\kappa^- \\ \nu_\chi^- \\ \nu_\varphi^- \\ \nu_\chi^+ \\ \nu_\varphi^+ \\ \nu_\lambda^+ \\ \nu_\kappa^+ \end{bmatrix} = \begin{bmatrix} 2.6825 \\ 2.7314 \\ 2.8193 \\ 2.8622 \\ 2.9272 \\ 2.9655 \\ 3.0351 \\ 3.0692 \end{bmatrix} \text{GHz.}$$

(4.7)
from each of the $10^3$ measurements of the ODMR line centers, and then calculating the standard deviation of each extracted parameter. The uncertainties are found to be weakly correlated; for example, Pearson correlation coefficients between bias magnetic field components and strain coupling parameters range in magnitude from 0.01 to 0.15. Accounting for possible systematic offsets such as diamond lattice distortion (see Section 4.7.3 for additional discussion) [156, 252, 253, 254], we estimate systematic errors of $\sim 1 \mu T$ in the components of $\vec{B}_0$, $\sim 8$ kHz in $D$, and $\sim 10$ Hz in the entries of $\vec{M}_z$. Although higher-precision measurements of $\vec{B}_0$, $D$, and $\vec{M}_z$ are possible, the reported uncertainties in these parameters do not limit the present device’s sensitivity to small dynamic magnetic fields $\vec{B}_{\text{sens}}$, as described in the following section.

### 4.5.2 Dynamic vector field measurement protocol

A flowchart in Figure 4.5.1 summarizes the magnetometer calibration and measurement protocol. After determination of $\vec{B}_0$, $D$, and $\vec{M}_z \equiv [\vec{M}_x, \vec{M}_y, \vec{M}_z, \vec{M}_\phi, \vec{M}_\chi]$ from the measured ODMR line centers, a subset of the detected ODMR line centers from Equation 4.7 are selected for MW addressing $\vec{\nu}_{\text{MW}} = \vec{\nu}_{\text{ODMR}} \{2, 4, 6, 8\} = [\nu_{\lambda^-}, \nu_{\chi^-}, \nu_{\phi^+}, \nu_{\kappa^+}]$. The $+ \text{ and } -$ subscripts are dropped herein. Next, the Hamiltonian from Equation 4.8 is linearized about $\vec{B}_0$, $D$, and $\vec{M}_z$ to calibrate the expected frequency shifts of the four addressed NV$^-$ resonance line centers in the presence of an additional small field $\vec{B}_{\text{sens}}$ to be sensed. The result of the numerical linearization is a $4 \times 3$ matrix $\mathbf{A}$, where

$$
\begin{bmatrix}
\Delta \nu_{\lambda} \\
\Delta \nu_{\chi} \\
\Delta \nu_{\phi} \\
\Delta \nu_{\kappa}_{\text{sens}}
\end{bmatrix}
= \mathbf{A}
\begin{bmatrix}
B_x \\
B_y \\
B_z
\end{bmatrix}_{\text{sens}}.
$$

(4.9)
The matrix $A$ is defined as

$$A = \begin{pmatrix}
\frac{\partial \nu_A}{\partial B_x} & \frac{\partial \nu_A}{\partial B_y} & \frac{\partial \nu_A}{\partial B_z} \\
\frac{\partial \nu_b}{\partial B_x} & \frac{\partial \nu_b}{\partial B_y} & \frac{\partial \nu_b}{\partial B_z} \\
\frac{\partial \nu_a}{\partial B_x} & \frac{\partial \nu_a}{\partial B_y} & \frac{\partial \nu_a}{\partial B_z} \\
\frac{\partial \nu_c}{\partial B_x} & \frac{\partial \nu_c}{\partial B_y} & \frac{\partial \nu_c}{\partial B_z} \\
\frac{\partial \nu_d}{\partial B_x} & \frac{\partial \nu_d}{\partial B_y} & \frac{\partial \nu_d}{\partial B_z}
\end{pmatrix}_{\vec{B}_0, D, \vec{M}_z}$$

(4.10)

where $B_x, B_y, \text{and } B_z$ are the lab-frame components of the total magnetic field. The values of $D$ and $\vec{M}_z$ are taken here to be constant during measurements, such that changes in the ODMR line centers are entirely attributed to magnetic field variations.

Figure 4.5.1: Magnetometer calibration and measurement protocol flowchart

The assumption of constant $\vec{M}_z$ is valid in the present device because strain in the diamond is static and electric fields couple only very weakly to the NV$^{-}$ energy levels at typical values of the bias magnetic field $\vec{B}_0$ [92, 94]. Although temperature drifts couple to $D$ with $dD/dT = -74\text{kHz/K}$ [91], these drifts occur on timescales of seconds to hours, and the associated changes in $D$ are therefore outside the 5Hz to 210Hz measurement bandwidth of the present device. Furthermore, use of a SiC heat spreader attached to the diamond mitigates laser-induced temperature fluctuations [24]. In a vector magnetometer optimized for sensing lower-frequency magnetic
fields (≈ Hz), a changing zero-field splitting $D_{\text{sens}}$ could also be determined along with $\vec{B}_{\text{sens}}$ from the four measured ODMR line shifts. To additionally sense any dynamic changes in $\vec{M}_z$ would require MW addressing of more than four ODMR features. See Section 4.7.3 for additional discussion of the systematic offsets and drifts.

In the simple limiting case where, for each NV$^-$ orientation $i = \lambda, \chi, \varphi, \kappa$, the transverse components of the bias magnetic field are much smaller than the zero-field splitting, $(B^i_x, B^i_y \ll \frac{h}{g\mu_B} D)$, and strain coupling is negligible, $(M^i_x, M^i_y, M^i_z \ll \frac{g\mu_B B^i_z}{h})$, the marginal shifts $\Delta\nu_i$, are linearly proportional to the magnetic field projections $B^i_z$ along the respective NV$^-$ symmetry axes. In this linear Zeeman regime, the rows of the matrix $A$ are given, up to a sign, by the NV$^-$ symmetry axis unit vectors $\hat{n}_i$:

$$A_{\text{L.Z.}} = \frac{g_e\mu_B}{h} \begin{bmatrix} \hat{n}_\lambda \\ -\hat{n}_\chi \\ -\hat{n}_\varphi \\ \hat{n}_\kappa \end{bmatrix} = \frac{g_e\mu_B}{h} \begin{bmatrix} 0 & -\sqrt{\frac{2}{3}} & -\sqrt{\frac{1}{3}} \\ \sqrt{\frac{2}{3}} & 0 & -\sqrt{\frac{1}{3}} \\ 0 & -\sqrt{\frac{2}{3}} & \sqrt{\frac{1}{3}} \\ \sqrt{\frac{2}{3}} & 0 & \sqrt{\frac{1}{3}} \end{bmatrix}. \tag{4.11}$$

Whether the unit vector is multiplied by $+1$ or $-1$ depends on the sign of $B^i_z \equiv \vec{B}_0 \cdot \hat{n}_i$ and on whether the addressed transition couples the $|m_s = 0\rangle$ state to the $|m_s = +1\rangle$ or $|m_s = -1\rangle$ state.

Because the bias field $\vec{B}_0$ has non-negligible components transverse to each NV$^-$ symmetry axis, the present experiment does not satisfy the requirement that only magnetic field projections on the NV$^-$ symmetry axes contribute to the measured ODMR frequency shifts, and consequently $A$ differs from $A_{\text{L.Z.}}$. We determine $A$ numerically by evaluating the partial derivatives using a step size of $\delta B_x = \delta B_y =$
\[ \delta B_z = \frac{h}{\mu B} \cdot 10 \text{Hz}. \] The matrix \( A \) is calculated to be

\[
A = \frac{g_e \mu B}{h} \begin{bmatrix}
0.10388 & -0.89383 & -0.46341 \\
0.90435 & 0.04596 & -0.38836 \\
0.10524 & -0.69511 & 0.73528 \\
0.75551 & 0.04984 & 0.66268 
\end{bmatrix}.
\] (4.12)

The left Moore-Penrose pseudoinverse \( A^+ \) is then numerically calculated from \( A \) via

\[
\begin{bmatrix}
B_x \\
B_y \\
B_z \text{ sens}
\end{bmatrix} = A^+ \begin{bmatrix}
\Delta \nu_\lambda \\
\Delta \nu_\chi \\
\Delta \nu_\varphi \\
\Delta \nu_\kappa \text{ sens}
\end{bmatrix}
\] (4.13)

at the measured \( \vec{B}_0 \), \( D \), and \( \vec{M}_z \) using the MATLAB function \texttt{pinv}. The matrix is found to be

\[
A^+ = \frac{h}{g_e \mu B} \begin{bmatrix}
0.08016 & 0.69252 & -0.02239 & 0.48676 \\
-0.71456 & 0.05848 & -0.50880 & 0.09912 \\
-0.39850 & -0.37710 & 0.51861 & 0.43394
\end{bmatrix}.
\] (4.14)

and is used to transform detected frequency shifts \( \Delta \nu_i(t), i = \lambda, \chi, \varphi, \kappa \) (displayed in Figures 4.6.1c-4.6.1f) into a measured vector field \( \vec{B}_{\text{sens}}(t) \), shown in Figure 4.6.3.

The entries of \( A^+ \) are robust to small variation in the bias magnetic field and other Hamiltonian parameters. A 10 \( \mu \text{T} \) change in any component of the bias magnetic field \( \vec{B}_0 \) changes no entry of \( A^+ \) by more than 1% and some by less than 0.01%. Doubling the strain parameters \( \vec{M}_z \) also affects the entries of \( A^+ \) by less (and for most entries much less) than 1%. A 150 kHz change in \( D \) (corresponding to a temperature change of 2K [91]) affects the entries of \( A^+ \) by 0.01% or less. Thus, drifts in temperature or in the bias electric, strain, or magnetic fields affect the reconstruction accuracy of
\( \vec{B}_{\text{sens}} \) by <1\% and are ignored in the present study.

This linearized matrix method was compared against a numerical least-squares Hamiltonian fit, which is identical to the eight-frequency minimization method for \( \nu_{\text{ODMR}} \) described in Section 4.5.1 except that \( D \) and \( \vec{M}_z \) are held constant and \( \vec{B} = \vec{B}_0 + \vec{B}_{\text{sens}} \) is determined from only the four frequencies \( \nu_{\text{MW}} \). The methods were compared for a range of simulated fields \( \vec{B}_{\text{sens}} \) ranging from 1 nT to 100 \( \mu \)T. The linear transformation using \( \vec{A}^+ \) from Equation 4.14 agreed with the Hamiltonian fit to better than 0.001\% for \( |\vec{B}_{\text{sens}}| \lesssim 100 \text{nT} \) and to better than 0.3\% for \( |\vec{B}_{\text{sens}}| \lesssim 100 \text{\( \mu \)T} \). When run on the same desktop computer, the linearized matrix method determines \( \vec{B}_{\text{sens}} \) from \( \vec{\nu}_{\text{MW}} \) with \( \sim 20 \text{\( \mu \)s} \) per measurement, whereas the least-squares Hamiltonian fit requires \( \sim 500 \text{\( \mu \)s} \) per field measurement. This \( \sim 25,000 \times \) speedup enables real-time vector magnetic field reconstruction from sensed frequency shifts in the present device.

### 4.5.3 Modulation, demodulation, and filtering

The modulation frequencies \( f_i, i = \lambda, \chi, \varphi, \kappa \) are selected to balance measurement bandwidth and contrast [26, 24] while ensuring that no frequency is an integer multiple of any other. The latter choice avoids cross-talk from the NV\(^-\) centers responding nonlinearly to the modulated MWs at harmonics of \( f_i \). All \( f_i \) are chosen to divide evenly into the overall sampling rate \( F_s = 202.800 \text{kSa/s} \). For the main sensing demonstration performed in this work, these frequencies are chosen for a vector sensing bandwidth \( \approx 200 \text{Hz} \), whereas higher modulation frequencies are employed for a second higher-bandwidth (\( \approx 12.5 \text{kHz} \)) demonstration (see Section 4.6.6). Deviations \( \delta \nu_\lambda, \delta \nu_\chi, \delta \nu_\varphi, \) and \( \delta \nu_\kappa \) are empirically optimized for maximal demodulated signal contrast. The optimal \( \delta \nu_i \) depends on ODMR linewidth, which varies among the addressed NV\(^-\) resonances, as shown in Figure 4.1.1d. The linewidth variations are the result of varying degrees of optical and MW power broadening, which arise from different laser and MW polarization angles with respect to the optical and magnetic transition dipole moments of the four NV\(^-\) orientations [255, 256, 251].

Lock-in demodulation is performed in software in the present implementation,
although the technique is also compatible with hardware demodulation. The noise-canceled PL signal is first high-pass filtered at 1690 Hz with a 10th-order Butterworth filter, then separately mixed with sinusoidal waveforms at the four modulation frequencies given in Table 4.4.1. The four demodulated traces are band-pass filtered (5 Hz to 210 Hz 10th-order Butterworth filter), which eliminates cross-talk from the other channels, upmodulated signal at 2f_i, and environmental noise outside the sensing band. The filtered traces are then downsampled (decimated without averaging) by 75× from 202.8 kSa/s to 2.704 kSa/s. Finally, spurious signals at 49 Hz, 50 Hz, and 60 Hz and remaining cross-talk at 338 Hz not completely eliminated by the band-pass filter are removed with 1-Hz-wide FFT notch-stop filters. The resulting signals each have single-sided equivalent noise bandwidth f_{ENBW} = 203 Hz [257, 258].

4.5.4 Lock-in signal slope measurement

The demodulated lock-in signals S_i for channels i = λ, χ, φ, κ are converted to ODMR line shifts Δν_i via measured lock-in signal slopes dS_i/dΔν_i. These slope values are determined by (sequentially) sweeping the modulated MW carrier frequencies by 20 kHz about the operation frequency. The PL voltage signal is measured, demodulated, and filtered; the resulting signal is plotted vs. MW frequency and fit to a linear function, from which the slope is extracted [24, 200, 110]). The slope for each channel in μV/kHz is averaged over ~25 seconds. For the dynamic magnetic field measurements reported in Sections 4.4.5-4.6.5, the measured slopes for the four channels are tabulated in Table 4.4.1.

4.6 Vector sensing demonstration

4.6.1 Applied dynamic magnetic fields

Three orthogonal coils create the time-varying magnetic field \vec{B}_{sens}(t) to be sensed by the NV-diamond magnetometer. The magnetic field coils are displaced from the diamond along the x-, y-, and z-axes by 28 cm, −26.5 cm, and 28.5 cm respectively. The
coils respectively contain 129, 130, and 142 turns and have diameters of 25 cm, 32 cm, and 25 cm. Sinusoidally varying currents with root-mean-square (RMS) amplitudes of 0.24 mA, 0.13 mA, and 0.28 mA are applied to the respective coils, generating the dynamic vector magnetic field \( \vec{B}_{\text{sens}}(t) = (B_x(t), B_y(t), B_z(t)) \) at the diamond sensor, where \( B_j(t) = \sqrt{2}B_{j,\text{RMS}} \cdot \sin(2\pi f_j \cdot t + \phi_j) \) for \( j = x, y, z \). Here \( f_x = 67 \text{ Hz}, f_y = 32 \text{ Hz}, f_z = 18 \text{ Hz} \), and the phases \( \phi_x, \phi_y, \phi_z \) are chosen arbitrarily. The applied field amplitudes \( B_{x,\text{RMS}} = 8.12 \text{ nT}, B_{y,\text{RMS}} = 9.56 \text{ nT}, \) and \( B_{z,\text{RMS}} = 9.86 \text{ nT} \) are calibrated by conventional sequential NV magnetometry methods and are consistent with \textit{a priori} calculations from the known coil geometries and applied currents. See Section 4.7.1 for discussion of off-axis field nulling.)

4.6.2 Simultaneous vector magnetometry measurement

Figure 4.6.1b shows the voltage spectral density of the digitized, noise-canceled PL signal from 1 second of data acquisition; Figure 4.6.2 displays semi-log plots of the same data over different frequency ranges. The raw PL signal is high-pass filtered at 1690 Hz and demodulated at the four modulation frequencies \( f_i, \ i = \chi, \kappa, \lambda, \phi \), by mixing the PL signal with a normalized sinusoidal waveform at each \( f_i \). The four demodulated time traces are then band-pass filtered, notch-stop filtered, and downsampled to 2.704 kSa/s, producing the data shown in Figures 4.6.1c-4.6.1f, as described in Section 4.5.3. The single-sided equivalent noise bandwidth of each of the resulting time traces is \( f_{\text{ENBW}} = 203 \text{ Hz} \). For applications requiring sensing at higher frequencies, measurement bandwidth can be greatly increased for a small (order unity) loss in sensitivity, as demonstrated in Section 4.6.6.

Figure 4.6.3 displays the vector field components \( B_x, B_y, B_z \) extracted from the measured frequency shifts of Figures 4.6.1c-4.6.1f.

Because the optical table used in the present experiment is made from ferromagnetic steel, the magnetic fields detected at the diamond sensor differ from the fields naively expected based on knowledge of the coil and diamond geometries (see Section 4.7.1) [24, 110]. For this reason, the accuracy of the simultaneous vector magnetic field measurements is determined by comparison with conventional sequential vector
Figure 4.6.1: Applied magnetic fields and simultaneous vector magnetometry data. a) Three coils generate magnetic field signals $B_x(t), B_y(t),$ and $B_z(t)$ at $f_x = 67$ Hz, $f_y = 32$ Hz, and $f_z = 18$ Hz with root-mean-square (RMS) amplitudes $B_{x,RMS} = 8.12$ nT, $B_{y,RMS} = 9.56$ nT, and $B_{z,RMS} = 9.86$ nT. b) Spectral density of detected PL signal from 1 second of continuous acquisition. Shaded regions mark frequency bands containing four modulation frequencies $f_i$, where $i = \lambda, \chi, \varphi, \kappa$ (see Table 4.4.1), and encoded magnetic field signal around each $f_i$. Third-order intermodulation products at 2028 Hz, 2366 Hz, 3042 Hz, and 4732 Hz, and the second harmonic of $f_\chi$ at 5408 Hz arise due to the nonlinear response of the NV$^-$ PL to frequency-modulated MW driving [259] (see Section 4.7.2). c-f) Spectral densities of magnetic-field-dependent frequency shifts $\Delta\nu_{i\text{,RMS}}$ of each addressed NV$^-$ ODMR feature from 1 second of PL detection, after demodulating at $f_i$ and filtering; (inset), time series of same demodulated and filtered data, showing magnetic-field-dependent shifts $\Delta\nu_i$, and cartoons depicting the NV$^-$ orientation corresponding to each measured $\Delta\nu_i$ trace.
Figure 4.6.2: a) Spectral density from vector magnetometry demonstration after laser noise cancellation. Low-frequency noise is apparent, revealing the utility of modulated ODMR to approach shot-noise-limited magnetometry. Harmonics and intermodulation products of the modulation frequencies $f_i$ are also visible. Magnetic signals encoded around the harmonics are reduced by $\sim 10\times$ compared to signals around the fundamental $f_i$, and signals around the intermodulation products are below the noise floor. b) Zoomed-in plot of gray box in (a). Magnetic signals encoded around the modulation frequencies $f_i$ are visible, along with intermodulation products of $f_i$ and the harmonic at $2f_\chi = 5408$ Hz.
Figure 4.6.3: Detected magnetic fields using simultaneous vector magnetometer, extracted from data in Figure 4.6.1. a) $B_x$ time trace (inset) and spectral density showing detected signal at $f_x = 67 \text{ Hz}$. b) $B_y$ time trace (inset) and spectral density showing detected signal at $f_y = 32 \text{ Hz}$. c) $B_z$ time trace (inset) and spectral density showing detected signal at $f_z = 18 \text{ Hz}$. Dashed lines mark applied signal frequencies $f_x, f_y, f_z$, and circles center on expected applied field amplitudes determined by sequential NV$^+$ vector magnetometry. Cartoon recreations of Figure 4.6.1a illustrate isolated detected components of dynamic vector magnetic field $B_x(t), B_y(t), B_z(t)$. 
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magnetic field measurements using the same experimental setup. The extracted field components show good agreement with the amplitudes determined by sequential NV-vector magnetometry, with differences at the 1% level or better.

We investigated the remaining discrepancy between the sequential and simultaneous magnetic field measurements in our system. We found that sequentially addressing the NV-ODMR lines yields lock-in signal slopes $dS_i/d\Delta \nu_i$ that differ from the simultaneous measurement lock-in signal slopes by up to 1%. This difference is consistent with a $\sim 1\%$ increase in the ODMR linewidth of the probed NV-orientation when the other NV-orientations are driven with near-resonant modulated MWs. The linewidth increase is observed by comparing the PL signal measured by sweeping a MW tone over one ODMR feature both with and without application of resonant MWs to ODMR features from the other NV-orientations. We hypothesize that the broadening is caused by driving NV-spins from other orientations out of the $m_s=0$ state into the $m_s=\pm 1$ states, thereby increasing NV-NV-dipolar interactions.

### 4.6.3 Magnetic field sensitivity

Sensitivities $\eta_x$, $\eta_y$, and $\eta_z$ to magnetic field components along $\hat{x}$, $\hat{y}$, and $\hat{z}$ are determined using Equation 4.3 from a series of magnetometry measurements with no applied magnetic signal made over a 1-second duration. After multi-channel demodulation and filtering of these zero-signal traces ($f_{\text{ENBW}} = 203$ Hz), the detected frequency shifts $\Delta \nu_\lambda, \Delta \nu_\chi, \Delta \nu_\varphi, \Delta \nu_\kappa$ are extracted. These shifts are then transformed to $B_x, B_y$, and $B_z$ using the matrix $A^+$, yielding the data displayed in Figure 4.6.4.

The sensitivity $\eta_j$ to fields along the $j$ direction is given by

$$\eta_j = \frac{\sigma_{B_j}}{\sqrt{2f_{\text{ENBW}}}}$$

for $j = x, y, z$, where $\sigma_{B_j}$ is the standard deviation of the zero-signal magnetic field time trace $B_j$. We measure sensitivities $\eta_x = 57 \text{ pT}/\sqrt{\text{Hz}}$, $\eta_y = 46 \text{ pT}/\sqrt{\text{Hz}}$, and $\eta_z = 45 \text{ pT}/\sqrt{\text{Hz}}$ based on the data in Figure 4.6.4. Photon shot-noise-limited sensitivities are calculated in the following section to be $\eta_x^{\text{shot}} = 18.1 \text{ pT}/\sqrt{\text{Hz}}$, $\eta_y^{\text{shot}} = 18.4 \text{ pT}/\sqrt{\text{Hz}}$, $\eta_z^{\text{shot}} = 18.3 \text{ pT}/\sqrt{\text{Hz}}$. 
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and $\eta_z^{\text{shot}} = 17.5\text{pT}/\sqrt{\text{Hz}}$. The 2.5-3 factor above shot noise is attributed to un-cancelled MW and laser intensity noise (see Section 4.6.5). The reported sensitivities are the highest demonstrated to date for any solid-state spin-based magnetometer performing broadband sensing of all magnetic field vector components.

### 4.6.4 Shot-noise-limited vector field sensitivity

The photon-shot-noise-limited sensitivities to magnetic fields oriented along $\hat{x}$, $\hat{y}$, and $\hat{z}$ are calculated herein [260, 261, 262]. First we consider only photon shot noise on the detected PL signal from the diamond. The smallest detectable ODMR line shift (SNR = 1) due to a magnetic field in the presence of shot noise from photoelectrons on the signal photocurrent alone, $\Delta\nu_{i,\text{min}}^{I_{\text{sig}}}$, is given by

$$
\Delta\nu_{i,\text{min}}^{I_{\text{sig}}} = \sigma_{i}^{I_{\text{sig}}} = \frac{R_{\text{sig}}}{dS_i} \sqrt{2qI_{\text{sig}}\Delta f},
$$

(4.16)

where $\sigma_{i}^{I_{\text{sig}}}$ is the standard deviation of the frequency shifts (in Hz) on channel $i$ due to shot noise on the PL photocurrent, $R_{\text{sig}}$ is the signal photodiode’s termination in ohms, $\frac{dS_i}{d\Delta\nu_i}$ is the PL lock-in signal slope in V/Hz, $q$ is the elementary charge, and $\Delta f$ is the single-sided measurement bandwidth.

When limited by photon shot noise, fluctuations on each of the four lock-in detection channels are uncorrelated, and the covariance matrix of ODMR frequency fluctuations is given by

$$
\Sigma_{\Delta\nu} = \begin{bmatrix}
(\sigma_{X}^{I_{\text{sig}}})^2 & 0 & 0 & 0 \\
0 & (\sigma_{X}^{I_{\text{sig}}})^2 & 0 & 0 \\
0 & 0 & (\sigma_{\varphi}^{I_{\text{sig}}})^2 & 0 \\
0 & 0 & 0 & (\sigma_{\kappa}^{I_{\text{sig}}})^2
\end{bmatrix}.
$$

(4.17)

The sensitivities to fields along $\hat{x}$, $\hat{y}$, and $\hat{z}$ are found by transforming $\Sigma_{\Delta\nu}$ into a
Figure 4.6.4: Magnetometer noise in the absence of applied magnetic fields. All data are band-pass filtered from 5 Hz to 210 Hz and notch-stop filtered at 49, 50, 60, and 338 Hz. a) $B_x$ spectral density from a 1-second measurement and corresponding time trace (inset). b) $B_y$ spectral density and time trace (inset). c) $B_z$ spectral density and time trace (inset). The sensitivity to magnetic fields along $x$, $y$, or $z$ may be determined by (i), squaring the measured root-mean-square (RMS) spectral density to obtain the power spectral density; (ii), integrating over the sensing bandwidth to obtain the variance $\sigma_{B_x}^2$, $\sigma_{B_y}^2$, or $\sigma_{B_z}^2$; (iii), dividing the variance by the double-sided bandwidth $2f_{\text{ENBW}}$; and (iv), taking the square root (see Equations 4.1 and 4.15). These data are consistent with sensitivities $\eta_x = 57 \, \text{pT/}\sqrt{\text{Hz}}$, $\eta_y = 46 \, \text{pT/}\sqrt{\text{Hz}}$, and $\eta_z = 45 \, \text{pT/}\sqrt{\text{Hz}}$. 179
covariance matrix of lab-frame magnetic field shifts:

\[ \Sigma_B = A^+ \Sigma_{\Delta \nu} (A^+)^T, \]  

(4.18)

where \((A^+)^T\) is the transpose of the matrix \(A^+\). The diagonal elements of \(\Sigma_B\) are the variances \((\sigma_{x}^{I_{\text{sig}}})^2\), \((\sigma_{y}^{I_{\text{sig}}})^2\), and \((\sigma_{z}^{I_{\text{sig}}})^2\), which have dimensions of tesla². Off-diagonal elements of \(\Sigma_B\) represent noise correlations; for diagonal \(\Sigma_{\Delta \nu}\), these correlations arise from mixing of the \(|m_s = \pm 1\rangle\) states with the \(|m_s = 0\rangle\) state due to the bias magnetic field’s non-negligible projections transverse to the NV⁻ symmetry axes.

The sensitivity \(\eta_{I_{\text{sig}}}^{I_{\text{sig}}^x}\) is given by

\[ \eta_{I_{\text{sig}}}^{I_{\text{sig}}^x} = \sigma_{x}^{I_{\text{sig}}^x} \sqrt{T}, \]  

(4.19)

where, for continuous readout as in CW-ODMR, the measurement time is \(T = 1/(2\Delta f)\). Note this definition matches Equation 4.15, where \(\Delta f = f_{\text{ENBW}}\), and with \(\sigma_{x}^{I_{\text{sig}}^x}\) here replacing the measured standard deviation \(\sigma_x\). The y- and z-sensitivities \(\eta_{I_{\text{sig}}}^{I_{\text{sig}}^y}\) and \(\eta_{I_{\text{sig}}}^{I_{\text{sig}}^z}\) are defined equivalently.

As described in Section 4.4.3, the present experiment approaches shot-noise-limited sensing by canceling laser intensity fluctuations using a reference photodetector and a software-based noise cancellation protocol. Here we consider the limit wherein this method completely cancels laser intensity fluctuations. In this limit, shot noise from the reference photocurrent also contributes to the estimated sensitivity. Including this contribution as a separate uncorrelated noise source increases the minimum detectable ODMR line shift by a term \(\mathcal{F}_{\text{ref}} = \sqrt{1 + \frac{I_{\text{sig}}}{I_{\text{ref}}} \frac{I_{\text{ref}}}{\Delta \nu_{I,\text{min}}^{I_{\text{sig}}}}}\) to \(\Delta \nu_{I,\text{min}}^{I_{\text{sig}},I_{\text{ref}}} = \mathcal{F}_{\text{ref}} \Delta \nu_{I,\text{min}}^{I_{\text{sig}}}.\) In the limit of high reference photocurrent, \(\mathcal{F}_{\text{ref}}\) approaches 1; when \(I_{\text{sig}} = I_{\text{ref}},\) \(\mathcal{F}_{\text{ref}} = \sqrt{2}.\) The term \(\mathcal{F}_{\text{ref}}\) enters Equations 4.17-4.19 in the form of a constant prefactor, such that the photon-noise-limited sensitivity, modified by the reference detection, is given by

\[ \eta_{I_{\text{sig}},I_{\text{ref}}}^{I_{\text{sig}}^x} = \mathcal{F}_{\text{ref}} \sigma_{x}^{I_{\text{sig}}^x} \sqrt{T}. \]

In the present experiment, the reference photodiode collects an average photocurrent \(I_{\text{ref}} = 30.1\) mA from the picked-off 532 nm beam, and the signal photodiode collects an average photocurrent \(I_{\text{sig}} = 24.1\) mA from the diamond PL. Inserting these
values into Equation 4.16 along with $R_{\text{sig}} = 300 \Omega$ and the slopes $\frac{dS_i}{d\Delta \nu_i}$ given in Table 4.4.1 yields, for a 1-second measurement (i.e., $\Delta f = 0.5 \text{ Hz}$): $\Delta \nu_{\lambda,\text{min}}^{I_{\text{sig}},I_{\text{ref}}} = 0.632 \text{ Hz},$ $\Delta \nu_{\chi,\text{min}}^{I_{\text{sig}},I_{\text{ref}}} = 0.594 \text{ Hz},$ $\Delta \nu_{\varphi,\text{min}}^{I_{\text{sig}},I_{\text{ref}}} = 0.468 \text{ Hz},$ and $\Delta \nu_{\kappa,\text{min}}^{I_{\text{sig}},I_{\text{ref}}} = 0.600 \text{ Hz}$. Using Equations 4.17-4.19 with $T = 1 \text{ s}$ to calculate the photon-noise-limited sensitivities along $\hat{x}$, $\hat{y}$, and $\hat{z}$, we find $\eta_{x}^{I_{\text{sig}},I_{\text{ref}}} = 18.1 \text{ pT}/\sqrt{\text{Hz}},$ $\eta_{y}^{I_{\text{sig}},I_{\text{ref}}} = 18.4 \text{ pT}/\sqrt{\text{Hz}},$ and $\eta_{z}^{I_{\text{sig}},I_{\text{ref}}} = 17.5 \text{ pT}/\sqrt{\text{Hz}},$ which are 2.5-3× better than the realized sensitivities of the present device.

### 4.6.5 Noise analysis

Uncompensated MW and laser noise are found to be the dominant contributors to the present instrument’s noise floor being 2.5-3× above the shot noise limit. This determination is based on the following observations: First, we measure uncompensated laser noise by recording magnetometer data with the MW sources turned off, removing the device’s sensitivity to magnetic fields or MW noise, and we observe a noise floor $\sim 1.5 \times$ above shot noise. Second, under typical experimental conditions (with MWs applied to the sensor), the lock-in amplifier phase for each demodulation frequency is chosen to maximize magnetic signal in the in-phase channel and minimize magnetic signal in the quadrature channel. The quadrature channel is thus insensitive to magnetic fields while still being sensitive to MW and laser intensity fluctuations. We observe approximately the same noise level for both the in-phase and quadrature channels, 2.5-3× above shot noise. This observation suggests that uncompensated laser and MW amplitude noise, not magnetic noise, limit the present device’s sensitivity.

We also investigated possible magnetic noise sources and determined that these sources are unlikely to limit the sensitivity of the present device. Ferromagnetic objects exhibit thermal magnetization noise, whereby the thermal energy of the material at non-zero temperatures results in random but probabilistic flips of the individual magnetic domains [263]. The thermal magnetization noise amplitude varies with frequency $f$ as $1/\sqrt{f}$ [264]. As the device’s noise level is frequency-independent over the device’s frequency encoding bands (see Figure 4.6.2), thermal magnetization noise
can be ruled out as the dominant noise source. The flat noise spectrum also suggests that resonant mechanical vibration of the bias magnets does not limit the device’s noise level; this motion would likely generate narrow-band noise in the ∼10 Hz to ∼1 kHz range.

In addition, objects fabricated from electrically conductive materials (including NdFeB rare earth magnets) generate magnetic noise from Johnson-Nyquist currents flowing within the volume or over the surface. This noise source was evaluated for the optics table, the aluminum breadboard, and the copper microwave delivery loop. Rough calculations suggest that, due to its ∼mm proximity to the diamond, the MW delivery loop is the dominant contributor. Nonetheless, the MW loop was estimated to generate magnetic noise ∼500 fT/√Hz or less, well below the present device’s noise floor.

### 4.6.6 High bandwidth vector sensing demonstration

Figure 4.6.5 shows simultaneous sensing of all Cartesian components of high-frequency vector magnetic fields, achieved by operating the present device with higher modulation frequencies than employed in the previous sections to achieve ≈12.5 kHz measurement bandwidth. Test magnetic fields at 1 kHz and 10 kHz were generated by applying sinusoidal currents to the coils aligned along \( \hat{x} \) and \( \hat{z} \), respectively. The magnetic field vector was reconstructed from the frequency shifts detected from three NV orientations: \( \lambda \), \( \chi \), and \( \phi \). Modulation frequencies \( f_\lambda = 40.896 \text{ kHz} \), \( f_\chi = 12.780 \text{ kHz} \), and \( f_\varphi = 68.160 \text{ kHz} \) were used, with carrier frequencies and frequency deviations identical to those employed in the previous lower-bandwidth sensing demonstration, reported in Table 4.4.1. The PL was digitized at \( F_s = 204.480 \text{ kSa/s} \) and converted to ODMR line center frequency shifts via measured lock-in signal slopes: \( dS_\lambda/d\Delta \nu_\lambda = 9.2 \mu \text{V/kHz} \), \( dS_\chi/d\Delta \nu_\chi = 16.6 \mu \text{V/kHz} \), and \( dS_\varphi/d\Delta \nu_\varphi = 7.0 \mu \text{V/kHz} \). The observed reductions in signal slope are consistent with reduced ODMR contrast at higher modulation frequencies due to the finite cycling time of the NV quantum states [26, 200, 24].

Recorded PL data were digitally demodulated and band-pass filtered from 80 Hz to 12.5 kHz. The maximum sampling rate \( F_s^{\text{max}} = 204.8 \text{ kSa/s} \) of the digitizers used in
Figure 4.6.5: Simultaneous vector magnetic sensing of high-frequency fields with \( \approx 12.5 \text{kHz} \) measurement bandwidth. Sinusoidal magnetic fields were applied at 1kHz and 10kHz. a-c) Frequency shifts of ODMR line centers detected from three NV orientations: \( \lambda \), \( \chi \), and \( \varphi \). d-f) Cartesian field components reconstructed from detected frequency shifts. Modulation frequencies \( f_\lambda = 40.896 \text{kHz} \), \( f_\chi = 12.780 \text{kHz} \), and \( f_\varphi = 68.160 \text{kHz} \) were employed, and PL was sampled at \( F_s = 204.480 \text{kSa/s} \). Several notch-stop filters removed cross-talk from harmonics and intermodulation products of the modulation and signal frequencies. As discussed in Section 4.6.6, achieving cross-talk-free sensing (see Figures 4.6.1 and 4.6.3) with \( \approx 12.5 \text{kHz} \) measurement bandwidth requires modest technical upgrades to the device.
the present device limited this demonstration to modulation frequencies $< F_{\text{max}} / 2 = 102.4 \text{kHz}$. In addition, the modulation frequencies were chosen to divide evenly into the sampling rate to avoid aliasing effects, which limited the highest modulation frequency to $F_s/3$. Meeting these requirements for $\approx 12.5 \text{kHz}$ measurement bandwidth resulted in several harmonics and intermodulation products of the modulation frequencies being located in the frequency encoding bands of the measurement channels. Therefore, 1-Hz-wide FFT filters were employed to remove harmonics and intermodulation products of the modulation and signal frequencies. Optimal high bandwidth sensing with this method would require use of higher modulation frequencies (and thus higher signal sampling rate) than employed here to ensure that harmonics and intermodulation products fall outside the encoding bands of the measurement channels.

The detected ODMR line shifts were transformed into Cartesian magnetic field components via the linearized method discussed in Section 4.5.2, using in place of $A$ the $3 \times 3$ submatrix $A'$ consisting of the first three rows of $A$, and using its inverse $(A')^{-1}$ in place of $A^+$. Because of the ferromagnetic optical table and $\sim 20 \text{mH}$ inductances in the magnetic field coils, pick-up of the 10 kHz signals by coils aligned along the other two axes is expected, along with interference from other metallic elements in the setup, resulting in non-negligible 10 kHz magnetic field components detected along $\hat{x}$, $\hat{y}$, and $\hat{z}$. No field-nulling currents (see Section 4.7.1) were applied to the coils in this demonstration.

### 4.7 Consideration and mitigation of sensor system nonidealities

This section describes (i) the compensation of nonidealities in the applied dynamic magnetic fields for the vector sensing demonstration described above, and (ii) a series of factors that can complicate the performance of a simultaneous ensemble-NV-vector magnetometer or the accurate reconstruction of dynamic vector magnetic fields.
These factors include crosstalk between channels in the multiplexed measurement and possible systematic offsets and drifts.

4.7.1 Off-axis field nulling

Although the coils used for generating dynamic magnetic fields are intended to generate fields exactly along the directions $\hat{x}$, $\hat{y}$, and $\hat{z}$, we found that the magnetizable steel optical table employed in the present experiment distorts the resultant magnetic field at the diamond sensor, both in magnitude and direction. We performed numerical simulations (using Radia [265, 266]) of the distortion of coil fields due to a ferromagnetic optical table and found good agreement with experiments.

First we discuss the observed distortion in the measured coils field strengths at the diamond sensor. The expected coil fields at the diamond may be naively estimated based on the coil geometries and placement (reported in Section 4.6.1) and the assumptions that there is no distortion of the fields by the optical table or any other magnetizable material in the vicinity of the coils or diamond. From the applied currents to the $x$-, $y$-, and $z$-coils with RMS amplitudes of 0.24 mA, 0.13 mA, and 0.28 mA respectively, this simple calculation yields expected fields at the diamond sensor of $B_{x,RMS}^{calc} = 10.51 \, \text{nT}$, $B_{y,RMS}^{calc} = 8.71 \, \text{nT}$, and $B_{z,RMS}^{calc} = 12.86 \, \text{nT}$. However, these estimated fields disagree with the magnetic fields measured via conventional sequential NV- vector magnetometry, which found $B_{x,RMS} = 8.12 \, \text{nT}$, $B_{y,RMS} = 9.56 \, \text{nT}$, and $B_{z,RMS} = 9.86 \, \text{nT}$, as marked by the open circles in Figure 4.6.3.

In addition to discrepancies in measured field amplitudes, the magnetic fields from the coils oriented along the two horizontal directions $\hat{x}$ and $\hat{z}$ also exhibit distortions in direction, due to the ferromagnetic optical table, resulting in nonzero magnetic field components along the vertical $\hat{y}$ direction. The off-axis components are approximately $\sim 20\%$ of the total field produced by each coil. In contrast, components of $x$-coil’s field along the $z$-axis and vice versa occur at the few-percent level and are attributed to error in coil alignment. Signal from the $y$-coil appearing along $\hat{x}$ and $\hat{z}$ is similarly negligible. The observed distortion of the $x$-coil and $z$-coil signals along $\hat{y}$ is consistent with numerical simulations of the coils and the ferromagnetic optical table using the
Radia package in *Mathematica* [265, 266], up to the uncertainty of the table’s relative permeability. See Appendix D.2 for simulations and additional discussion.

To effectively null the off-axis fields, small currents at the frequencies $f_x = 67$ Hz and $f_z = 18$ Hz were applied to the $y$-oriented coil. The effectiveness of the field nulling was verified through standard NV$^-$ vector magnetometry using sequential addressing of the NV$^-$ resonances. Remaining non-idealities in the applied fields at the few-percent level, which can be seen in Figure 4.6.3, are attributed to imperfect off-axis field nulling and error in coil alignment.

### 4.7.2 Mitigation of cross-excitation and intermodulation

Here we discuss cross-talk issues that may degrade the performance of a simultaneous vector magnetometer. First, off-resonant excitation of one NV$^-$ orientation by MWs intended to drive another NV$^-$ orientation is a general concern for both simultaneous and sequential vector magnetic field sensing as well as single-axis sensing from NV$^-$ ensembles. This type of cross-talk is mitigated in this work by using a sufficiently strong bias magnetic field to spectrally separate the NV$^-$ ODMR features. Modulated ODMR [26] is less sensitive to off-resonant excitation than conventional continuous-wave (CW) ODMR because the MW frequency modulation and subsequent lock-in detection generates a dispersion-type signal, which is approximately proportional to the derivative of the ODMR lineshape [24, 115]. In an NV$^-$ ensemble, the ODMR features exhibit approximately Lorentzian lineshapes [7]; at large detunings $\Delta$ compared to the full width at half maximum $\Gamma$ of a Lorentzian-type feature ($\Delta \gg \Gamma$), the Lorentzian wings decay as $\sim 1/\Delta^2$. As a result, the change in detected PL in response to a small magnetic field deviation, i.e., $dPL/dB_i(\Delta)$, falls off as $\sim 1/\Delta^3$. Meanwhile, the wings of the dispersion-type lock-in signal decay as $\sim 1/\Delta^3$ far off resonance. Therefore, response of the lock-in signal $S_i$ to a small magnetic field deviation, $dS_i/dB_i(\Delta)$, scales as $\sim 1/\Delta^4$. This $1/\Delta^4$ fall-off was confirmed experimentally by applying an 18 Hz magnetic field along the lab-frame $z$-axis and detecting the signal on the channel corresponding to the highest-frequency ODMR line, centered at $\nu_{\kappa^+}$ (see Figure 4.1.1d and Section 4.5.1), using a MW drive with carrier frequency detun-
ing varied from +5 MHz to +15 MHz. At the applied $\vec{B}_0$, the nearest two hyperfine ODMR subfeatures from different NV$^-$ orientations are separated by 30 MHz, which is large compared to the ~MHz ODMR linewidths, so we conclude that off-resonant cross excitation during vector magnetometry measurements is negligible.

Second, if multiple MW tones $\nu_i$ pass through the same MW amplifier, the amplifier’s nonlinear response near saturation may cause intermodulation. In particular, third-order products $2\nu_i - \nu_j$ may drive NV$^-$ spin transitions if they happen to coincide with any of the ODMR features. The present device mitigates this effect by using four MW amplifiers, one for each MW carrier frequency (see Figure 4.4.2). For particular values of the bias field $\vec{B}_0$, two amplifiers may be sufficient to avoid cross-excitation if the intermodulation products are far off resonance from all NV$^-$ ODMR features.

Third, intermodulation products of the modulation frequencies $f_i$ may also appear in the detected PL due to insufficiently suppressed off-resonant MW cross-excitation or to NV$^-$-NV$^-$ dipolar interactions. This intermodulation may occur when NV$^-$ spins of a given crystallographic orientation are interrogated by two sets of modulated MWs $\nu_i$ and $\nu_j$ with different modulation frequencies $f_i$ and $f_j$. Because of the NV center’s nonlinear response to MW driving, the detected PL may be modulated not only at both $f_i$ and $f_j$, but also at sums, differences, and higher-order products of $f_i$ and $f_j$. The strong bias field $\vec{B}_0$, along with the use of four MW amplifiers, avoids accidental near-resonant excitation by multiple MW tones in the present experiment. As shown in Figure 4.6.2, a judicious choice of modulation frequencies $f_i$ ensures that all remaining third-order intermodulation products lie outside each channel’s measurement bandwidth, and thus the present device avoids complications from intermodulation.

Fourth, we note a possible complication that should be accounted for in envisioned applications. If magnetic field signals are present at frequencies above the measurement bandwidth, these signals may be aliased into the wrong measurement channel. For example, a high-frequency field causing shifts in the NV$_\chi$ ODMR line could be detected in the band corresponding to the NV$_\kappa$ ODMR line and be misinterpreted as a low-frequency field along the NV$_\kappa$ symmetry axis. However, such spurious signals could be rejected in postprocessing by requiring that sensed signals correspond to ge-
ometrically possible field vectors. Such a requirement would eliminate, for example, signal waveforms appearing in only a single measurement channel.

4.7.3 Systematic offsets and drifts

Factors limiting accurate determination of the bias field parameters ($\vec{B}_0$, $D$, and $\vec{M}_z$) include, for example, uncertainty in the NV$^-$ g-tensor [8, 156, 243], which may lead to a $\sim 10^{-4}$ fractional error in the magnetic field magnitude in the absence of external calibration. In addition, angular errors in the bias field measurement may result from uncertainty in the diamond spatial orientation. The diamond is nominally cut to have ⟨110⟩ edges and {100} front facets; however, angle deviations from these cuts typically vary by $\sim 1^\circ$. Additionally, we estimate a few-degree uncertainty in the orientation of the diamond crystal with respect to the magnetic field coils. For simplicity, in the present study, the lab frame is defined with respect to the diamond lattice vectors, and thus diamond orientation uncertainty is ignored. The angles between the diamond’s cut facets and internal lattice vectors may be measured via X-ray diffraction, and external calibration methods may be employed to determine the orientation of the diamond lattice vectors with respect to an external reference frame [232].

Small diamond lattice distortions resulting from both external and internal stress may also limit accurate measurement of $\vec{B}_0$, $D$, and $\vec{M}_z$. External stress on the diamond is expected to cause distortions of $\ll 1^\circ$. For example, applying a 1 N cantilever force on one side of a 4 mm × 4 mm × 0.5 mm diamond crystal is estimated to cause a $\lesssim 0.01^\circ$ deflection, based on the 1200 GPa Young’s modulus of single-crystal diamond [252]. Strain within the diamond is also estimated to change the lattice angles by $\ll 1^\circ$. For example, considering a typical strain-dependent ODMR line-center shift of $\sim 500$ kHz [81] and longitudinal and transverse NV$^-$ strain coupling parameters of $\sim 15$ GHz/strain [253, 254], a distortion of $\sim 0.002^\circ$ is expected.

To estimate the effect of a 0.01$^\circ$ lattice distortion on the bias field parameters ($\vec{B}_0$, $D$, and $\vec{M}_z$), the Hamiltonian fit model used to extract the bias field parameters from the 8 measured ODMR line centers was altered to introduce a change of magnitude 0.01$^\circ$ in each of the assumed NV$^-$ angles. For a set of $10^3$ ODMR line center mea-
surements, the extracted field parameters with these altered angles were compared against the field parameters extracted assuming no distortion in the tetrahedral angles \( \theta_{\text{tot}} = 2\cos^{-1}(\sqrt{1/3}) \). From this test, we estimate a 0.01° lattice distortion results in fractional errors of \( \sim 10^{-4} \) in the components of the bias field \( \vec{B}_0 \) (\( \sim 1 \mu T \) at the measured bias field \( |\vec{B}_0| = 7.99 \text{mT} \)), as well as a \( \sim 3 \times 10^{-6} \) fractional error in \( D \) (\( \sim 8 \text{kHz} \)), and \( \sim 10^{-3} \) fractional errors in the entries of \( \vec{M}_z \) (\( \sim 10 \text{Hz} \)).

However, because the present instrument is optimized to measure small magnetic fields \( \vec{B}_{\text{sens}} \) at frequencies > 5 Hz, systematic offsets in the bias field parameters only affect the measured components of \( \vec{B}_{\text{sens}} \) by altering the entries of the linearized matrix \( \mathbf{A} \) and its pseudoinverse \( \mathbf{A}^+ \). The estimated errors in the bias field parameters due to angle distortion change the entries of \( \mathbf{A} \) and \( \mathbf{A}^+ \) by \( \ll 0.1\% \), and thus change the reconstruction accuracy of small signal fields by \( \ll 0.1\% \) (see Section 4.5.2).

Drifts in temperature, longitudinal strain, or diamond orientation may be compensated by periodically measuring the ODMR spectrum and recalculating \( \mathbf{A} \) and \( \mathbf{A}^+ \). Assuming such magnetometer recalibration is performed on a time scale much shorter than drifts in diamond orientation, the sensed value of the scalar field \( |\vec{B}_{\text{sens}}| \) is expected to be robust to these drifts to well within the uncertainty of the linearized field reconstruction method. For example, for simulated signal fields of magnitude ranging from 1 nT to 10 µT, simulated diamond rotations of up to 30° yield fractional changes of \( \ll 10^{-6} \) in the reconstructed field magnitude.

### 4.8 Extensions and outlook

#### 4.8.1 Proposed pulsed extension

This simultaneous vector magnetometry method should be extendable to pulsed-type measurement protocols, such as Ramsey [102], pulsed ODMR [100], and Hahn echo [267]. For example, Ramsey magnetometry typically employs MW phase modulation in a modified variant of the dual measurement scheme used in NV– sensing protocols to mitigate systematic noise sources [49, 245, 62]. In this dual measurement
scheme, otherwise identical pulse sequences alternately project the final spin state onto the $|m_s = \pm 1\rangle$ and $|m_s = 0\rangle$ basis states by varying the phase of the final $\pi/2$ pulse, as illustrated in Figure 4.8.1a. The magnetic field is then calculated using

$$
\langle B \rangle = \frac{\alpha}{2\langle S \rangle} \left[ S_1 - S_2 \right],
$$

where $S_i$ denotes the integrated PL signal resulting from the $i^{\text{th}}$ measurement, $\alpha$ is a proportionality constant between the magnetic field and the integrated PL, $\langle S \rangle$ denotes the mean integrated PL averaged over projections on the $|m_s = \pm 1\rangle$ and $|m_s = 0\rangle$ basis states, and the gray box (no box) indicates that the given measurement $S_i$ is projected onto the $|m_s = \pm 1\rangle$ ($|m_s = 0\rangle$) state. The dual measurement scheme effectively removes background PL offsets, mitigates laser intensity fluctuations, and protects against certain systematics causing long-term drifts of $S_i$.

For the proposed extension to pulsed vector magnetometry, simultaneous pulse sequences are applied to multiple spectrally-separated ODMR features, each with a separate near-resonant MW frequency and a distinct alternation pattern of final $\pi/2$-pulse phases. Use of orthogonal binary sequences such as Walsh-Hadamard codes [268, 269, 270, 271, 272] for the phase alternation patterns ensures the detected PL can be demodulated to separate out the magnetic field signal associated with each NV orientation. For example, with the encoding scheme illustrated in Figure 4.8.1b, these magnetic signals are given by

$$
\langle B_1 \rangle = \frac{\alpha_1}{8\langle S \rangle} \left[ S_1 - S_2 + S_3 - S_4 + S_5 - S_6 + S_7 - S_8 \right],
$$

$$
\langle B_2 \rangle = \frac{\alpha_2}{8\langle S \rangle} \left[ S_1 + S_2 - S_3 - S_4 + S_5 + S_6 - S_7 - S_8 \right],
$$

$$
\langle B_3 \rangle = \frac{\alpha_3}{8\langle S \rangle} \left[ -S_1 + S_2 + S_3 - S_4 - S_5 + S_6 + S_7 - S_8 \right],
$$

$$
\langle B_4 \rangle = \frac{\alpha_4}{8\langle S \rangle} \left[ S_1 + S_2 + S_3 + S_4 - S_5 - S_6 - S_7 - S_8 \right].
$$

From the observed values of $\langle B_1 \rangle$, $\langle B_2 \rangle$, $\langle B_3 \rangle$, and $\langle B_4 \rangle$, the lab-frame magnetic field components $B_x$, $B_y$, and $B_z$ can be determined utilizing a linearized matrix as
Figure 4.8.1: Proposed pulsed implementation of simultaneous vector magnetometry. 
a) Set of two Ramsey sequences with modulated MW phase. Green and red rectangles depict periods of 532 nm laser excitation and PL collection, respectively, with NV-spin-state initialization time $t_I$ and spin readout time $t_R$. After an initial $\pi/2$ pulse, the magnetic field is sensed for a duration $\tau$ followed by a final MW $\pi/2$ pulse of variable phase. Sequences denoted + and − differ in phase by 180° and yield equal and opposite PL contrast signals from a DC magnetic field [49, 245, 62]. b) Four-channel modulated Ramsey scheme. Final MW $\pi/2$ pulse phases from each sequence are modulated according to a set of orthogonal Walsh-Hadamard codes [268]. Detected PL signal is demodulated according to same Walsh-Hadamard codes to separate and extract magnetic-field-dependent shifts of four addressed NV⁻ orientations.
described in Section 4.5.2. The simultaneous scheme (Equations 4.21-4.24) achieves the same bandwidth but a 2× higher SNR than the scheme in Equation 4.20 applied sequentially to the four NV orientations, since both schemes require eight pulse sequences to reconstruct the magnetic field vector (see Section 4.3.2).

This pulsed implementation of simultaneous vector magnetometry is expected to allow improvements in both bandwidth and sensitivity compared to the demonstrated CW-ODMR implementation. In particular, sensing bandwidths up to \( \sim 100 \text{kHz} \) are anticipated, based on arguments in Ref. [24]. The two main contributors to the expected sensitivity enhancement are (i) more effective noise rejection due to modulated pulsed-type protocols encoding magnetic information at higher frequencies than CW-ODMR, and (ii) the combination of enhanced PL contrast and reduced resonance linewidth from avoiding laser and MW power broadening [100, 24].

### 4.8.2 Imaging implementation

This simultaneous vector magnetometry method is expected to be compatible with camera-based wide-field magnetic imagers using NV-diamond [48, 49, 50, 273, 31, 274, 275, 166, 126, 13, 52], both for frequency-modulated CW-ODMR and for phase-modulated pulsed-type sensing schemes. We note that the demodulation and summation described in Section 4.8.1 and shown in Figure 4.8.1 is a time-domain picture of the demodulation and low-pass filtering lock-in scheme used in the CW-ODMR demonstration. The same approach is expected to apply to camera-based parallel imaging, where the PL detection \( S_n \) represents the \( n^{\text{th}} \) camera exposure, and the signals \( \langle B_1 \rangle, \langle B_2 \rangle, \langle B_3 \rangle, \langle B_4 \rangle \) and reconstructed field components \( B_x, B_y, B_z \) represent magnetic field image frames.

For frequency-modulated CW-ODMR magnetic imaging, square-wave modulation may enable increased SNR compared to sinusoidal modulation, as the adding and subtracting of image exposures amounts to square-wave demodulation of the detected signal. In both imaging and single-channel detection modalities, square-wave modulation and demodulation is expected to slightly increase measurement SNR by ensuring that the MWs always interrogate NV-ODMR features at the points of steep-
est slope [115, 24, 244].

4.8.3 Conclusion

The method presented here allows simultaneous recording of all three Cartesian components of a dynamic vector magnetic field using a solid-state spin sensor. The technique is a straightforward extension of established methods for broadband magnetometry using ensembles of solid-state defects, and implementation in an existing system requires only additional MW components. The method offers at least a $2\times$ improvement in shot-noise-limited sensitivity, corresponding to a $4\times$ reduction in measurement time to achieve a target SNR when compared to sequential vector magnetic field sensing. While the technique is demonstrated here for a single optical detector employing CW-ODMR, it is expected to be compatible with CW and pulsed-type measurements in both single-channel detectors and camera-based magnetic field imagers.

This technique is expected to advance real-time magnetic sensing and imaging applications, such as detection of biocurrents from neurons placed in close proximity to the diamond [24]. With the ability to sense dynamic vector magnetic fields, this method could enable real-time imaging of spontaneous activity from multiple neurons with arbitrary orientations.
Chapter 5

High-speed strain-free NV-diamond biomagnetic imager

5.1 Introduction

This chapter describes an ongoing project to demonstrate high-sensitivity broadband magnetic field imaging using NV$^-$ ensembles and double-quantum Ramsey magnetometry. Chief applications include imaging of magnetic fields produced by electrically-active biological cells such as neurons and cardiomyocytes.

In the previous chapters we presented high-sensitivity broadband bulk magnetometry demonstrations. Here, we combine these advances with parallel, wide-field imaging. For magnetic imaging applications, both sensitivity and spatial resolution are important parameters to optimize. Therefore, the relevant figure of merit for magnetic imaging is the SNR in a fixed measurement time from a fixed volume of NV-diamond. Since for shot-noise-limited operation, the SNR scales with square root of the interrogation volume and the measurement time, we seek to minimize the volume-normalized sensitivity $\eta' = \eta\sqrt{V}$ (see Section 3.4). Previous uses of NV$^-$ ensembles for imaging have focused on mapping DC fields using CW-ODMR [48, 50, 68, 51, 13, 69, 53, 52, 85], or on narrow-band AC magnetic imaging and noise spectroscopy using pulsed techniques [3, 49, 31]. Meanwhile, time-resolved broadband magnetic imaging would benefit many applications in biophysics.
and neuroscience, as activity in electrically-active cells typically occurs on millisecond timescales. To date, no ambient-temperature magnetic imaging system capable of resolving currents from networks of electrically active cells with single-cell resolution has been demonstrated. Here, we present a wide-field, double-quantum Ramsey magnetic imager designed for this purpose. As discussed in Sections 1.6.1 and 3.4, Ramsey magnetometry enables higher volume normalized sensitivity than CW-ODMR, as the optical intensity can be increased toward saturation without degrading the measured PL contrast. We apply our device to high-speed imaging of magnetic fields from currents in neuron phantoms, which are fabricated wire structures designed to mimic certain spatial and temporal characteristics of mammalian neuron activity.

Our magnetic imager employs double-quantum (DQ) Ramsey sequences [81, 104, 215] with a novel phase alternation scheme designed to cancel the effects of pulse errors associated with strain gradients and temperature drifts over the interrogated NV− ensemble. Combining this protocol, which we call DQ 4-Ramsey, with readout on a high-speed lock-in camera capable of handling high photon flux, we demonstrate high-sensitivity, strain-free magnetic imaging with ≲ 10 µm resolution, and we reconstruct time-resolved magnetic signals from DC to ~ kHz over a ~ 300 µm field of view. We discuss ongoing efforts toward optimizing the magnetic field sensitivity, implementing high-speed vector magnetic imaging [25], and mapping currents in phantoms fabricated from graphene - which has lower conductivity than gold or other metals, closer to that of neurons. In addition to enabling new neuroscience studies, we anticipate the advances embodied in this device could also be employed in condensed matter physics, such as for time-resolved imaging of skyrmion domain-wall hopping [276] or of dynamics in other topologically nontrivial materials.

5.2 Magnetometry protocol

As described in Section 6.1.2, double-quantum coherence magnetometry leverages the full spin-1 nature of the NV− ground state to both increase sensitivity to magnetic fields and cancel effects of longitudinal strain and electric fields, and temperature vari-
A DQ Ramsey protocol is similar in practice to a conventional single-quantum (SQ) Ramsey protocol (see Sec. 1.5.1). In both schemes, near-resonant MWs create a superposition of spin states, which accumulates a magnetic-field dependent phase during a free-precession time $\tau$ before being mapped onto a population difference and subsequently detected via a projective measurement. In the DQ case, however, the quantum states prepared for sensing differ from the states read out in the projective measurement. As depicted in Figure 5.2.1b and c, a dual-tone MW pulse prepares an equal superposition of the $|m_s = +1\rangle$ and $|m_s = -1\rangle$ states, with a phase relationship $(|+1\rangle + e^{i\Delta \phi}|-1\rangle)/\sqrt{2}$ determined by the relative phase $\Delta \phi$ of the two MW tones. This state which couples to the MW drive is commonly called the bright state, while the orthogonal superposition state blind to MWs is termed the dark state. In Figure 5.2.1c, $\Delta \phi = 0$ is chosen such that the bright state is $|+_{\text{DQ}}\rangle = (|+1\rangle + |-1\rangle)/\sqrt{2}$ and the dark state is $|-_{\text{DQ}}\rangle = (|+1\rangle - |-1\rangle)/\sqrt{2}$.

Considering the states $\{|0\rangle, |+_{\text{DQ}}\rangle\}$ as a two-level system, the applied DQ pulse is a $\pi$-pulse, in contrast to the $\pi/2$-pulse employed for SQ Ramsey sequences. Consequently, if a conventional SQ Ramsey protocol employs MW Rabi frequency $\Omega_{\text{SQ}}$ on either the $|0\rangle \leftrightarrow |-1\rangle$ or $|0\rangle \leftrightarrow |+1\rangle$ transition with a $\pi/2$-pulse of duration $\tau_{\text{SQ}} = \pi/4\Omega_{\text{SQ}}$ (see Figure 5.2.1a), a two-tone DQ pulse with Rabi frequency $\Omega_{\text{SQ}}$ applied on each spin transition requires a $\pi$-pulse duration $\tau_{\text{DQ}} = \sqrt{2}\tau_{\text{SQ}}$ (see Figure 5.2.1c).

Because neither the bright nor the dark state is an energy eigenstate of the spin system, population is transferred between $|+_{\text{DQ}}\rangle$ and $|-_{\text{DQ}}\rangle$ during the free-precession interval $\tau$, as the spin accumulates a magnetic-field-dependent phase. After time $\tau$, whatever population remains in the bright state is transferred to $|m_s = 0\rangle$, allowing optical detection of the phase via the PL difference between the $|0\rangle$ and $|\pm 1\rangle$ states.

Like with conventional single-quantum Ramsey magnetometry, systematic noise sources may be mitigated through application of MW phase alternation patterns [49, 245, 62, 25]. In the standard SQ dual-measurement scheme, the phase of the final $\pi/2$ pulse is varied by $180^\circ$ between otherwise identical Ramsey sequences, alternately rotating the spin-state Bloch vector toward the north and south poles, (i.e., toward $|0\rangle$ and either $|+1\rangle$ or $|-1\rangle$). By subtracting every second sequence’s PL detection
Figure 5.2.1: NV–ground state spin energy levels and MW pulses for single-quantum (SQ) and double-quantum (DQ) Ramsey magnetometry. a) SQ $\pi/2$-pulse, addressing the $|0\rangle \leftrightarrow |-1\rangle$ transition with frequency $f_{-1}$, Rabi frequency $\Omega_{SQ}$, and duration $\tau_{SQ} = \frac{\pi}{2\Omega_{SQ}}$, generates an equal superposition of $|0\rangle$ and $|-1\rangle$. b) Analogous DQ two-tone pulse, addressing both the $|0\rangle \leftrightarrow |-1\rangle$ and $|0\rangle \leftrightarrow |+1\rangle$ transitions with frequencies $f_{-1}$ and $f_{+1}$, respectively, and equal Rabi frequencies $\Omega_{SQ}$, generates an equal superposition of $|+1\rangle$ and $|-1\rangle$. c) DQ pulse represented in the bright/dark basis, where the bright state (here $|+_{DQ}\rangle$) is defined as the state that couples to the MWs. The state $|+_{DQ}\rangle$ is prepared after a $\pi$-pulse, in this basis, of duration $\tau_{DQ} = \frac{\pi}{\Omega_{DQ}} = \sqrt{2}\tau_{SQ}$. 
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from the previous, and then dividing by the sum of both detections, the magnetic field signal is rectified, while systematic noise (varying over durations longer than two Ramsey sequences) is canceled. This scheme is particularly effective for mitigating laser intensity fluctuations.

In the DQ extension of this scheme, the final MW pulse alternately interrogates the $|0\rangle \leftrightarrow |+_{\text{DQ}}\rangle$ and $|0\rangle \leftrightarrow |\text{-}_{\text{DQ}}\rangle$ transitions in successive sequences. This alternation of the state coupled to the MWs is accomplished by varying the relative phase between the two MW tones by $180^\circ$. As in the single-quantum protocol, the change in PL signal associated with a magnetic field change has the opposite sign in every second sequence, such that subtraction of each second detection from the first results in a rectified, noise-canceled magnetic field signal.

An added challenge specific to DQ magnetometry is that pulse errors, which result in imperfect preparation of the $|+_{\text{DQ}}\rangle$ state, cause residual population to be prepared in a single-quantum superposition of the $|0\rangle$ and $|\pm1\rangle$ states. These states accumulate magnetic-field-dependent phase at half the rate of the DQ superposition state, degrading the contrast of a DQ Ramsey magnetic field measurement. Furthermore, the residual SQ coherence is sensitive to strain, electric fields, and temperature changes, meaning that a DQ measurement is not free from these spurious signals unless pulse errors are mitigated. For measurements employing ensembles of NV$^-$ centers, it is typically impossible to completely eliminate MW pulse errors, as the finite $T^*_2$ of the ensemble ensures that different NV$^-$ centers experience different detunings of their spin resonances from the MW drive frequencies. Additionally, MW field inhomogeneity over an ensemble causes different NV$^-$ centers to experience different MW Rabi frequencies.

To overcome this challenge, we develop and demonstrate a four-measurement extension of the DQ dual-measurement scheme. The phase alternation pattern used in this 4-Ramsey protocol cancels the magnetic signal from any residual single-quantum coherence and retains only the double-quantum magnetic signal. Here we describe our implementation of this scheme, which is depicted in Figure 5.2.2. First we report our particular choice of MW pulse phases and then outline more general phase
requirements.

We apply MW pulses on both spin transitions, each yielding a $B_1$ field that points along either the $x$-axis or the $-x$-axis in the rotating frame. The phase encoded in the bright superposition state $(|+1\rangle + e^{i\Delta \phi}|-1\rangle)/\sqrt{2}$ is given by the relative phase between these two $B_1$ field vectors. For all four Ramsey sequences, the first MW $B_1$ field points along $x$ for both transitions, resulting in a DQ transition between the $|0\rangle$ and $|\text{+DQ}\rangle$ states. Then, in each of the four sequences, we choose a different combination of $B_1$ field directions for the final two-tone MW pulse. In the first sequence, the final-pulse $B_1$ fields align along $x$ for both transitions. In the second sequence, the final-pulse fields align along $-x$ for the upper transition and $x$ for the lower transition, resulting in DQ coupling to the $|-\text{DQ}\rangle$ state. In the third sequence, the final-pulse $B_1$ fields align along $-x$ for both transitions, causing DQ coupling to the $|\text{+DQ}\rangle$ state as in the first sequence. Then, in the fourth sequence, the fields align along $x$ for the upper transition and $-x$ for the lower transition, connecting the $|0\rangle$ and $|-\text{DQ}\rangle$ states as in the second sequence. If the signal from each of the four sequences $i = 1 - 4$ is denoted $S_i$, the normalized signal from the 4-Ramsey sequence $S_{\text{4-Rams}}$ is given by

$$S_{\text{4-Rams}} = \frac{S_1 - S_2 + S_3 - S_4}{S_1 + S_2 + S_3 + S_4}.$$  \hspace{0.3cm} (5.1)

This normalization preserves the double-quantum magnetic field signal, as Sequences 2 and 4 contain the opposite DQ magnetic signals to Sequences 1 and 3. Meanwhile, if there are pulse errors resulting in some residual single-quantum coherence, the normalization scheme from Equation 5.1 cancels the resultant SQ signal, as the same SQ signal is contained in the sum $S_2 + S_4$ as in $S_1 + S_3$.

The generalized implementation of this 4-Ramsey scheme allows more freedom in selection of MW pulse $B_1$-field directions. First, the order of the sequences may be permuted. For example, Sequences 1 and 3 may be swapped. Second, if we parametrize the direction of the MW $B_1$ field in the $xy$-plane by a phase $\phi$, arbitrary phase differences may be selected for the MW fields driving the two transitions in the first sequence, so long as the phase differences for the subsequent sequences maintain
Figure 5.2.2: Schematic representation of MW phase alternation pattern chosen for double-quantum 4-Ramsey implementation. The protocol cancels residual single-quantum signals that result from MW pulse errors. The $x$ and $-x$ designations refer to the direction of the $B_1$ field associated with a given MW drive in its rotating frame. The $B_1$ field direction in the $xy$-plane is more generally parametrized by a phase $\phi$. When the relative phase $\Delta \phi$ between the MW drives addressing the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ transitions changes by $180^\circ$, the double-quantum $\pi$-pulse accesses the orthogonal superposition state of $|+1\rangle$ and $|-1\rangle$. For example, in Sequence 2, the initial two-tone pulse along $\{x, x\}$ corresponds to a DQ $\pi$-pulse between $|0\rangle$ and $|+_{\text{DQ}}\rangle = (|+\rangle + |-\rangle) / \sqrt{2}$, while the final two-tone pulse along $\{-x, x\}$ corresponds to a DQ $\pi$-pulse between $|0\rangle$ and $|-_{\text{DQ}}\rangle = (|+\rangle - |-\rangle) / \sqrt{2}$. MW phases are chosen so that the DQ magnetic field signal from Sequences 2 and 4 (gray boxes) is the negative of that from Sequences 1 and 3 (white boxes). Meanwhile, any SQ Ramsey signal from Sequence 1 is canceled by Sequence 3 and that from Sequence 2 is canceled by Sequence 4. By adding and subtracting the four PL detections as shown and normalizing by their sum (see Equation 5.1), the DQ magnetic signal is retained while unwanted residual SQ signals are canceled, eliminating spurious effects of temperature variation, strain gradients, and electric field noise. Like the SQ dual-measurement scheme [49, 245, 62], this protocol also removes background PL and other systematic noise, such as laser intensity fluctuations.
a specific relationship to those of the first sequence. A generalized choice of MW phases for all 16 pulses is shown in Figure 5.2.3, where the phases $\alpha$, $\beta$, $\phi_i$, and $\theta_i$ with $i = 1 - 4$ may be chosen arbitrarily.

![Diagram](image)

Figure 5.2.3: Generalized phase requirements for double-quantum 4-Ramsey protocol. The phases $\alpha$, $\beta$, $\phi_i$, and $\theta_i$ for $i = 1 - 4$ may be chosen arbitrarily. Sequences 2 and 4 (gray boxes) produce DQ magnetic signals that differ in sign from the signals from Sequences 1 and 3 (white boxes), whereas the four sequences combined as shown and normalized (see Equation 5.1) cancel residual SQ signal as well as background PL and systematic noise.

Figure 5.2.4 shows DQ-Ramsey free induction decay (FID) profiles taken when implementing a conventional 2-Ramsey dual-measurement scheme and our 4-Ramsey protocol. The measurements are performed on an as-grown diamond sample with $^{14}\text{N} \approx 0.75$ ppm (Sample B from Reference [81]). The amplitude spectral density of the PL contrast from the 2-Ramsey measurement (Figure 5.2.4a) exhibits three primary features arising from double-quantum Ramsey fringes at the two-photon detunings of the three $^{14}\text{NV}$ hyperfine resonances. The FID spectral density exhibits additional, broader features at approximately half the frequencies of the DQ peaks. These features arise from spurious SQ coherence prepared by imperfect DQ $\pi$-pulses. Implementation of the 4-Ramsey protocol (Figure 5.2.4b) eliminates the residual SQ signal, leaving a DQ signal insensitive to strain gradients, electric field noise, and temperature drifts.
Figure 5.2.4: Experimental demonstration of DQ 4-Ramsey protocol compared to standard 2-Ramsey normalization scheme. a) Amplitude spectral density of PL contrast from DQ Ramsey FID (inset) utilizing conventional dual-measurement (2-Ramsey) scheme for eliminating background PL and canceling systematic noise. Narrow features at 1.7, 6.0, and 10.4 MHz arise from DQ coherence of the three $^{14}$NV-hyperfine features of the interrogated diamond sample. Broader features centered at 0.8, 3.1, and 5.3 MHz arise from SQ coherence, prepared by imperfect DQ MW $\pi$-pulses. Diamond probed (Sample B from Ref. [81]) has [N] $\sim$ 0.75 ppm and high strain gradients over the field of view, which contribute both to broad SQ features and to large pulse errors, which cause substantial residual SQ coherence. b) Amplitude spectral density of PL contrast from DQ Ramsey FID (inset) utilizing 4-Ramsey protocol, which eliminates spurious SQ signal in addition to background PL and systematic noise.
5.3 Lock-in imaging

Lock-in detection is useful for ensemble-NV\(^-\) sensing experiments, as the detected signal from conventional optical readout is typically a small variation on top of a DC offset. By modulating the frequency \([26, 24, 244, 241, 25]\) or phase \([49, 245, 33, 81]\) of the MWs and then demodulating the detected signal, NV\(^-\) lock-in measurements both eliminate background PL offsets and cancel technical noise away from the modulation frequency. Application of such schemes to broadband imaging is limited by the exposure rate of the employed camera. Therefore, a camera with a high exposure rate is necessary for broadband ensemble-NV\(^-\) magnetic imaging. For fast lock-in DQ Ramsey imaging using the 4-Ramsey protocol described above, we utilize a CMOS lock-in camera with a maximum exposure rate of 1 MHz, the Heliotis heliCam C3 \([277, 278]\), fabricated with microlenses for improved collection efficiency \([279]\). While the heliCam was designed for optical coherence tomography \([280]\), it has also been proposed or employed for a variety of other applications including femtosecond pump-probe spectroscopy \([281]\), optical frequency comb spectroscopy \([282]\), holography \([283]\), velocimetry \([284]\), and ensemble-NV\(^-\) sensing \([285]\).

The heliCam operates by subtracting alternate exposures in analog and then digitizing the resultant background-subtracted signal, enabling the detected magnetic field information to fill each pixel’s 10-bit dynamic range. Although the camera’s maximum output rate of 3800 frames per second (fps) limits the detection bandwidth to \(\leq 1.9\) kHz, the imager is capable of canceling noise out to higher frequencies by operating at lock-in frequencies up to 250 kHz. Our device typically operates with a \(\sim 50\) kHz lock-in frequency. Each demodulation cycle is broken into four quarters. The exposures from the first and third quarter subtract to generate an \textit{in-phase} signal on the camera’s \(I\) channel, while the exposures from the second and fourth quarter generate a \textit{quadrature} signal on the camera’s \(Q\) channel. Every output frame then consists of two images - an \(I\) image and a \(Q\) image - each composed of the sum of pairs of exposures from multiple demodulation cycles.

Each pixel’s well depth is \(3.5 \times 10^5\) photoelectrons, corresponding to 5.6 nA
at the maximum rate of 1M exposures per second [285]. However, activating an
offset compensation circuit in the camera allows detection of photocurrents up to
500 nA [277, 278, 286]. Considering the ~ 50% optical fill factor of the sensor with
micro-lenses and the ~ 60% quantum efficiency at 700 nm [279], (the approximate
center wavelength of the NV- emission), the heliCam with offset compensation is ex-
pected to handle up to 3 µW incident light per pixel, or at most 270 mW over the
full sensor.

In this work we demonstrate a first implementation of pulsed light readout with the
heliCam. Figure 5.3.1 schematically outlines the application of DQ Ramsey sequences
synchronized with the camera’s I and Q exposures. We interleave two 4-Ramsey
protocols, one on the I channel and one on the Q channel. The MW pulse phases
are chosen so that the Q channel contains the negative magnetic field signal of the I
channel. After N demodulation cycles, an I image and a Q image are produced. The
signal on a given pixel in the I image is then

\[ S_I = \sum_{j=1}^{N} (S_{I+}^j - S_{I-}^j). \]  

(5.2)

Normalization is accomplished frame-by-frame through subtracting the Q image from
the I image and dividing by their sum, such that for a given pixel, the normalized
signal is

\[ S_{\text{norm}} = \frac{S_I - S_Q}{S_I + S_Q}. \]  

(5.3)

While the lock-in demodulation of each channel already cancels noise that couples to
the PL signal additively, this normalization procedure also largely mitigates multi-
plicative noise.
Figure 5.3.1: Schematic representation of DQ Ramsey magnetometry protocol synchronized with heliCam exposures. Shown here are two 4-Ramsey protocols, one on each of the in-phase ($I$) and quadrature ($Q$) channels of the heliCam, occurring over the course of two full demodulation cycles. The camera actively exposes only during the readout pulses and is blind to the fluorescence from the optical initialization periods. Chosen MW phases both cancel residual SQ coherence and ensure the $Q$ channel contains the opposite magnetic field signal to the $I$ channel. After $N$ demodulation cycles, an $I$ image and a $Q$ image are produced. A noise-canceled magnetic field image is extracted by subtracting the $Q$ image from the $I$ image and dividing by their sum.

5.4 Experimental details

5.4.1 Diamond sample and bias field

The diamond employed in this work is an electronic grade ([N] < 5 ppb) single crystal chip fabricated via chemical-vapor-deposition by Element Six Ltd. The crystal has rectangular dimensions 4.5 mm $\times$ 4.5 mm $\times$ 0.5 mm with (110) side facets and a \{100\} top facet. The diamond side facets are mechanically polished to an optical quality. The top 10 $\mu$m of material is grown with an isotopically purified carbon source (99.99\% 12C) and isotopically purified nitrogen (99.97\% 15N) introduced, resulting in [15N] $\approx$ 10 ppm and residual [14N] $\approx$ 0.5 ppm in the 10 $\mu$m layer. A total 15NV concentration of $\sim$ 3 ppm is present in the layer after electron irradiation with energy 4.6 MeV and dose $\sim$ 3 x 10$^{18}$ e$^-$/cm$^2$ followed by annealing in vacuum for 12 hours at 800 °C and 12 hours at 1000 °C.

The diamond is affixed to a 2"-diameter, 330-$\mu$m-thick semi-insulating silicon carbide (SiC) heat spreader. The SiC wafer is attached via mechanical pressure to a 0.04"-thick tungsten sheet, which is mounted to an aluminum breadboard on a three-
axis translation stage. A pair of temperature-compensated samarium cobalt ring magnets (SuperMagnetMan) produce a bias magnetic field at the diamond. The custom-designed magnets have 2.75" outer diameter, 2" inner diameter, and 0.5" thickness. The magnets are enclosed in custom 3D-printed holders and mounted along the vertical axis in the lab frame to produce a magnetic field of 6.45 mT along the diamond’s [100] axis, herein called the diamond z-axis. The bias field overlaps the resonances from the four NV- orientations in the diamond crystal, centering their ODMR features at 2.777 and 2.986 GHz. The ensemble-NV- imager is sensitive primarily to magnetic fields along this same diamond z-axis.

5.4.2 Optical setup

The optical setup for the Ramsey imager is depicted in Figure 5.4.1. A Sprout-H diode-pumped solid state (DPSS) laser from Lighthouse Photonics outputs up to 10 W of 532 nm light. A 500 mm lens focuses the beam to a 74 µm waist (1/e² radius) at the position of a 250 MHz acousto-optic modulator (AOM, Gooch & Housego AOMO-3250-220). The first-order diffracted beam is then shaped to produce a roughly circular illumination spot at the diamond top surface, while the zeroth order beam is blocked by a beam block and an iris. The diffracted beam passes through a cylindrical lens (f_x = 130 mm, where x is the horizontal axis perpendicular to beam propagation) and is then reflected by a mirror (Thorlabs, E02-coated) toward the diamond at ≈ 20° to its top surface. A 100 mm best-form lens (Thorlabs A-coated) focuses the beam toward the 〈110〉 side facet of the diamond, where it enters and undergoes total-internal reflection. The beam profile as a function of optical path length for the present design is shown in Figure 5.4.2a, simulated assuming Gaussian beam propagation in free space and the thin lens approximation. In Figure 5.4.2b the beam entrance angle, the angle inside the diamond, and the elliptical beam radii are shown. The beam’s projection on the top diamond surface at the NV- rich layer is designed to have an intensity profile along both horizontal directions with full-width at half maximum (FWHM) of 100 µm. In practice, we expand the excitation spot by translating the diamond away from the position of the beam focus. For the magnetic
images recorded in this chapter, the detected PL originates from an imaging spot with approximate FWHM dimensions $250 \, \mu m \times 300 \, \mu m$. The wider dimensions of the PL spot compared to the designed excitation spot could be due to a combination of lens positioning errors, deviation of lens behavior from the ideal thin lens approximation, and NV$^-$ saturation effects.

Figure 5.4.1: Ramsey imager optical setup. Up to 10 W of 532 nm CW light is generated by a Sprout-H DPSS laser (Lighthouse Photonics). After a 500 mm lens (Thorlabs, A-coated), the beam passes through a 250 MHz AOM (Gooch & Housego AOMO-3250-220). The zeroth order beam is blocked by a beam block and an iris, while the first-order diffracted beam passes through a cylindrical lens (Thorlabs, A-coated, $f_x = 130$ mm) to generate an elliptical beam at the diamond (see Figure 5.4.2). A mirror (Thorlabs, E02-coated), directs the beam toward the diamond at $\approx 20^\circ$ to the diamond top surface. A 100 mm best-form lens (Thorlabs A-coated) focuses the beam at the diamond center. A pair of temperature-compensated samarium cobalt ring magnets (SuperMagnetMan) produce a 6.45 mT magnetic field along the vertical [100] direction. PL from the NV$^-$-rich layer is collected by a 0.75 NA 20× air objective (Nikon), directed by a protected silver mirror (Thorlabs) through a telescope comprising a pair of 100 mm lenses (Thorlabs, B-coated), toward a flipper mirror (Thorlabs, protected silver), which determines whether the PL is directed toward a photodiode (Thorlabs DET-100A) or the lock-in camera (Heliotis heliCam C3). Long-pass filters (633 nm, Semrock) at the camera and the photodiode block any scattered 532 nm light from being detected.

PL from the NV$^-$-rich layer is collected by a 0.75 NA 20× air objective (Nikon 0500-0087) and directed by a protected silver mirror (Thorlabs) through a telescope
Figure 5.4.2: Excitation beam shaping for generating imaging spot on diamond. a) Simulated Gaussian profile of 532 nm excitation laser beam along $x$, the horizontal axis perpendicular to beam propagation, and $y$, the axis perpendicular to both beam propagation and $x$. The combination of three lenses produces a 74 $\mu$m beam waist at the position of the AOM (600 mm from the laser source), and an elliptical beam with waist $w_{0,x} = 86$ $\mu$m in $x$ and $w_{0,y} = 12$ $\mu$m in $y$ at the center of the diamond, $\approx 1440$ mm from the laser source. b) Designed beam profile and propagation into diamond. Excitation laser travels within diamond at an angle of $8^\circ$ from top surface and produces a spot at the NV$^-$-rich layer (zoomed-in side view and top view) with FWHM $\approx 100$ $\mu$m in both horizontal dimensions.
comprising a pair of 100 mm lenses (Thorlabs, B-coated). The PL is then either incident on the lock-in camera, or reflected by a flipper mirror (Thorlabs, protected silver) toward a silicon biased photodiode (Thorlabs DET-100A). Two 633 nm long-pass filters (Semrock), one at the camera and one at the photodiode, ensure scattered 532 nm light is not detected. When PL is directed to the photodiode, the photocurrent is terminated into 50 Ω, producing a voltage digitized by a USB-6259 data acquisition (DAQ) module interfaced with the computer. PL detection on the photodiode from CW-ODMR, pulsed ODMR, and Ramsey sequences is used for system calibration and optimization, including magnet alignment, MW pulse duration calibration, and measurement of the NV- ensemble’s $T_2^*$ for selecting free precession intervals $\tau$ for SQ and DQ Ramsey protocols.

5.4.3 Electronic setup

Figure 5.4.3 shows the electronic equipment employed in the present work. A PulseBlaster (PBESR-PRO-500) generates logic pulses for controlling MW and RF switches, photodiode signal DAQ timing, and lock-in camera frame triggering and demodulation timing. One PulseBlaster channel triggers sets of heliCam frame acquisitions, and another channel determines the lock-in demodulation cycle timing. AOM readout and initialization pulses and MW pulses are synchronized with the camera cycles, as shown in Figure 5.3.1. An Agilent E4430B synthesizer generates a 250 MHz tone for driving the AOM. The RF tone is passed through two RF switches in series (Mini-Circuits ZASWA-2-50DR+), with gating controlled by a single PulseBlaster output channel. After amplification (Mini-Circuits ZHL-03-5WF), 6.6 W of RF power is sent to the AOM, which gates the optical beam path to the diamond.

Two MW synthesizers (Agilent E8257D and E4422B) generate MW tones near 2.986 and 2.777 GHz to address the upper and lower NV- spin resonances respectively. All synthesizers and the PulseBlaster are synchronized to the Agilent E8257D’s 10 MHz clock via a distribution amplifier (Stanford Research Systems FS735). Each MW tone is sent through a Teledyne 2-4.5 GHz isolator and then a power splitter (Mini-Circuits ZX10-2-42-S+). The two splitter outputs pass through phase shifters
Figure 5.4.3: Electronic equipment for MW delivery, AOM gating, and signal detection in the broadband Ramsey imager. PulseBlaster (PB) outputs control MW gating, RF gating of the AOM, photodiode data acquisition (DAQ) timing, and heliCam triggering and demodulation timing.
(ARRA 4428C), which produce a 180° phase difference between the two signals. A switch (Mini-Circuits ZASWA-2-50DR+) controlled by a PulseBlaster channel passes either the 0° or the 180° signal to a second switch, where a second PulseBlaster channel gates the MWs. The passed MW signal is amplified (Mini-Circuits ZHL-16W-43-S+) and then sent through another Teledyne 2-4.5 GHz isolator followed by a circulator (Pasternack PE8401 or Narda 4923, see Figure 5.4.3), which is terminated into 50 Ω. A hybrid coupler (Narda 4333), also terminated into 50 Ω, combines the two amplified MW signals. The MWs then pass through a 20 dB directional coupler, which picks off a portion for monitoring on a spectrum analyzer, and the rest is sent to the MW delivery structure at the diamond to drive the NV- spin resonances.

5.4.4 Microwave delivery

Efficient MW delivery to the diamond is achieved via a gold structure fabricated on the SiC heat-spreader wafer. After patterning via photolithography, an 8 nm chromium adhesion layer followed by a 300 nm layer of gold is evaporated onto the wafer. The pattern is displayed in Figure 5.4.4. The MW delivery structure combines a co-planar waveguide design (with a same-surface ground plane) for impedance matching with an omega loop design for uniform \( B_1 \) fields across the magnetic imaging spot. The gap inside the loop contains a gold wire phantom fabricated on the same wafer via evaporation of 30 nm of gold on top of an 8 nm chromium layer. Two SMA to ultra-miniature coaxial connector (UMCC) adapter cables (Taoglas CAB.721) bring MWs to and from the gold structure. The UMCC connector ends (Molex 0734120110) are attached to the gold with silver epoxy (EPO-TEK H20E). After passing through the gold structure, the MWs are terminated into 50 Ω. Another SMA-to-UMCC adapter, which is silver-epoxied to the phantom leads, enables currents to be sent through the phantom. A Rigol DG1022U signal generator applies sinusoidal or square-wave voltages to the gold phantom, generating currents within the phantom and associated magnetic fields to be imaged.
Figure 5.4.4: Microwave delivery structure and diamond for Ramsey imager. a) Fabricated gold MW delivery structure design, combining coplanar waveguide with omega loop. The gap inside the loop contains a fabricated gold wire phantom, which produces nontrivial magnetic fields at the NV$^-$ sensing layer from applied currents. MW delivery structure is mounted to semi-insulating SiC wafer. b) Top-down image of diamond mounted to SiC wafer with MW delivery structure, which is affixed to tungsten mount. Diamond and mount are illuminated from above by blue LED. Green excitation laser (here shown at $< 10$ mW) enters from diamond side facet and focuses at center of gold omega loop, where phantom is located. PL from illuminated spot on NV$^-$ sensing layer is collected by 0.75 NA air objective below. MWs are sent through omega loop to 50 Ω termination and currents are sent through phantom via SMA-to-UMCC adapter cables, with ends affixed to the gold leads via silver epoxy.
5.4.5 Phantom design and fabrication

Figure 5.4.5 shows the gold fabricated phantom. The phantom is designed in the shape of a cartoon snail in order to ensure that the magnetic fields produced by currents flowing through the phantom exhibit nontrivial spatial characteristics. A spiral pattern is chosen in particular because it is expected to generate fields along the diamond $z$-axis in the gaps between the gold traces that add constructively. In contrast, closed circular paths within the imaging spot are avoided, as they are expected to produce near-zero $B_z$ fields in their center.

The phantom traces are 5 $\mu$m wide and 30 nm thick. The traces are designed to be 10× thinner than the MW structure in order to increase the phantom’s resistance and minimize MW pickup. However, we observed that even this thin phantom interferes with MW delivery, causing nonuniform MW Rabi frequencies in its vicinity. Therefore, future iterations of the phantom will use an even more resistive material to produce neuron-like magnetic fields without interfering with MW delivery. We are presently investigating both palladium, which is $\approx 5\times$ more resistive than gold, and deposited graphene, which we estimate will result in a measured resistance $\sim 200\times$ higher than the present phantom.

5.5 Results

5.5.1 Lock-in camera characterization

We observe readout SNR on the heliCam consistent with shot noise, where the standard deviation (s.d.) of a set of images scales as the square root of the number of detected photons $N$ per camera exposure. After confirming this scaling, we measure the conversion factor (CF) between photoelectrons and camera analog-digital units (ADU) as follows. For shot-noise-limited detection, the s.d. on each pixel in ADU scales as $\text{CF}\sqrt{N}$. Because the heliCam is a lock-in camera, the signal scales not directly with the total number of detected photons $N$ per exposure but rather the difference $\Delta N$ in detected photons between the positive and negative exposures in the
Figure 5.4.5: Fabricated wire phantom inside MW delivery structure. a) Phantom design drawing. Gold color represents where gold layers are deposited on SiC wafer. This phantom is shaped like a cartoon snail to ensure generation of fields with nontrivial spatial characteristics. Phantom wires taper to $5 \mu m$ width. b) Optical microscope image of phantom and photoresist patterned above it. After 30 nm of gold is evaporated and lifted off to reveal the phantom, a second photolithography step produces the pattern for the MW loop. The pattern covers the phantom and the darker regions in the image. c) After a 300 nm gold layer is evaporated onto the wafer, liftoff reveals the MW omega loop structure and the phantom, shown in this optical microscope image.
demodulation cycle, as $\text{CF} \Delta N$. Therefore, we perform two sets of measurements, one extracting the noise scaling constant and one extracting the signal scaling constant. For the noise measurement we vary $N$ by varying the AOM readout pulse duration $t$, as $N \propto t$. We then record a characteristic pixel’s s.d. for each value of $t$ and find the slope $A_{\text{noise}}$ of the linear relationship between $(\text{s.d.})^2$ and $t$. For the signal measurement, we vary the number of photons $\Delta N$ contributing to the signal on the $I$ channel $S_I$ by introducing a variable difference $\Delta t$ in the AOM pulse duration on the positive and negative exposures. We find the slope $A_{\text{sig}}$ of the linear relationship between $S_I$ and $\Delta t$. By varying $t$ for the noise measurement and $\Delta t$ for the signal measurement and recognizing that $\Delta N/N = \Delta t/t$, we can deduce the conversion factor $\text{CF}$:

\[(\text{s.d.})^2 = A_{\text{noise}} \cdot t = (\text{CF})^2 N\]
\[S_I = A_{\text{sig}} \cdot \Delta t = \text{CF} \Delta N\]
\[\text{CF} = \frac{A_{\text{noise}}}{A_{\text{sig}}} \quad (5.4)\]

For typical operating conditions - 50 kHz lock-in frequency and 14 demodulation cycles per frame - we find $1/\text{CF} = 460 \pm 30$ photoelectrons per ADU at unity camera gain. Phantom magnetic images were recorded at the maximum camera gain of 3 in order to fill the camera’s dynamic range, and thus for these images $1/\text{CF}_{\text{max}} = 153 \pm 10$ photoelectrons per ADU.

### 5.5.2 Strain-free double-quantum imaging

Double-quantum coherence magnetometry is particularly advantageous for magnetic field imaging when the NV-diamond material exhibits strain gradients over the field of view. As an example, Figure 5.5.1 shows an image of the dephasing time $T_{2}^*$ from a strained region of diamond for both SQ and DQ Ramsey measurements. Not only is $T_{2}^*_{\text{SQ}}$ shorter than $2T_{2}^*_{\text{DQ}}$ (and even shorter than $T_{2}^*_{\text{DQ}}$ in some regions), but the variation in $T_{2}^*_{\text{SQ}}$ and associated variation in ODMR line centers limits the achievable imaging sensitivity [85]. The optimal precession time $\tau$ and detuning $\Delta$
Figure 5.5.1: SQ and DQ $T_2^*$ image in a strained region of diamond. $T_{2\text{SQ}}^*$ values provide a measure of the ODMR line center shifts over the image, where higher gradients correspond to degraded magnetic field sensitivity. $T_{2\text{DQ}}^*$ values are insensitive to strain (see Section 6.1.2), resulting in more uniform sensitivity over the field of view. Images here are taken with heliCam on a diamond sample similar to the sample employed for phantom magnetic imaging (see text).

...from resonance varies across the SQ image, and yet only one choice of $\tau$ and $\Delta$ can be made for a parallel imaging measurement, meaning that most areas of the diamond will provide suboptimal sensitivity. Meanwhile, the DQ image is almost entirely insensitive to strain (see Section 6.1.2), which enables uniform-sensitivity magnetic imaging even over common diamond strain features [85]. The diamond probed here is similar to the sample employed for double-quantum Ramsey phantom current imaging: a $^{15}$N = 10 ppm, 40 $\mu$m-thick layer CVD-grown on electronic grade diamond by Element Six, irradiated with $3 \times 10^{18}$ e$^-$/cm$^2$ at 1 MeV and annealed for 12 hours at 800 °C and 12 hours at 1000 °C.

5.5.3 Phantom magnetic field imaging

By performing double-quantum 4-Ramsey magnetic imaging with the heliCam, we produce magnetic field images of currents in the gold snail-shaped phantom. The imaging excitation spot on the NV$^-$ layer is measured, based on the known phantom
dimensions, to be roughly $250 \, \mu m \times 300 \, \mu m$ (FWHM). With the 532 nm laser operating at output power 3 W, we estimate $\approx 2 \, W$ incident on the NV$^-$ layer after the AOM, mirror, lenses, and reflection at the air-diamond interface. Accounting for the $8^\circ$ beam propagation angle with respect to the diamond top surface, the average intensity over the imaging region is estimated to be $\sim 0.14 \, mW/\mu m^2$. The PL is imaged onto the camera, where each pixel corresponds to $3 \, \mu m \times 3 \, \mu m$.

After matching the single-quantum Rabi frequencies for both transitions, we measure a double-quantum Rabi image. The DQ Rabi frequency is observed to be highly inhomogeneous over the image, with characteristic Rabi oscillation decay times $\sim 100 \, ns$. The inhomogeneity is attributed to MW pickup by the conductive phantom, causing both gradients in the MW intensity and variations in the $B_1$-field direction over the image. For a characteristic DQ Rabi frequency of $2\pi \times 6 \, MHz$ over the imaging region, we select 84 ns DQ $\pi$-pulse durations.

We choose a free-precession time $\tau = 504 \, ns$, which corresponds to DQ Ramsey fringe extremum when MWs address the upper and lower spin transitions at frequencies midway between each transition’s $^{15}N$ hyperfine-split resonances. For finite overhead time, the optimal precession time is between $T_2^*/2$ and $T_2^*$, so this choice is near optimal for the present diamond’s DQ dephasing time $T_{2DQ}^* = 800 \, ns$. We then choose an optimal detuning at this value of $\tau$ by sweeping the two MW frequencies in opposite directions, generating a double-quantum DC magnetometry curve, and choosing the smallest two-photon detuning that produces a zero-crossing of the curve (a point of maximum sensitivity).

We empirically select an optical readout time $t_R \approx 1 \, \mu s$ and additional initialization time $t_I \approx 2 \, \mu s$ in order to sufficiently detect and repolarize the spins without introducing excessive measurement overhead time. Each Ramsey sequence is contained within the duration of a quarter period of the heliCam’s demodulation cycle, which is chosen to be 5.3 $\mu s$ to ensure that the readout pulses are contained within - and the initialization pulses are isolated from - the heliCam exposures. The camera’s lock-in frequency is thus 47.2 kHz.

Figure 5.5.2 shows a DQ magnetic image of a 20 Hz sinusoidal 260 $\mu A$ root-mean-
square (RMS) current in the phantom. The image is produced by taking the standard deviation (s.d.) of 400 frames recorded at 2.95 kHz, where each frame consists of a sum over $N = 16$ demodulation cycles of duration $21.2 \mu s$. Every demodulation cycle contains four double-quantum Ramsey sequences, two on the $I$ channel and two on the $Q$ channel. Each of the 400 frames is made up of the normalized difference of an $I$ image and a $Q$ image (Equation 5.2). As a 4-Ramsey protocol performed on both channels occurs over two demodulation cycles (Figure 5.3.1), each frame contains signals from eight 4-Ramsey repetitions on each channel, i.e., 64 Ramsey sequences total.

![Figure 5.5.2: Double-quantum Ramsey magnetic field image of phantom. Standard deviation (s.d.) of 400 frames recorded over 136 ms at 2.95 kHz, where each frame comprises 64 double-quantum Ramsey sequences split between the $I$ and $Q$ channels over 14 demodulation cycles of duration $21.2 \mu s$. A 260 $\mu$A-RMS 20 Hz sinusoidal current flows through the gold phantom, and RMS fields along the diamond $z$-axis of up to $\approx 3 \mu T$ are detected. The image is mirrored with respect to the phantom images in Figure 5.4.5 because the fields are imaged through the diamond. The s.d. is slightly increased in the center of the frame with respect to the edges due to photon shot noise on the detected PL. The volume-normalized magnetic field sensitivity $[24]$ is $\sim 100$ nT $\mu$m$^{3/2}$Hz$^{1/2}$.

The image’s spatial resolution is limited by the 10 $\mu$m sensing layer and possibly
also by collecting the PL through the 500 µ diamond substrate thickness [287]. For improved spatial resolution, a diamond with a thinner layer of NV\textsuperscript{−}-rich material, and or a thinner diamond substrate, could be employed. Additional spatial field information could be obtained by reconfiguring the magnetic imager for full vector magnetometry. Although the heliCam is incompatible with simultaneous vector magnetometry [25], high-speed sequential addressing of the four NV\textsuperscript{−} crystallographic orientations should be straightforward to implement.

The measurement bandwidth is limited by the camera’s frame rate. Although the image displayed here results from a 20 Hz signal, we observe signals at frequencies up to 1.5 kHz without significant attenuation. We measure signals from both sine waves and square waves, where the latter provides a test of the broad sensing bandwidth, and we intend in future experiments to apply pulsed currents to mimic the magnetic signals from neurons [24].

The s.d. image in Figure 5.5.2 shows the detected RMS amplitude, which lacks information about the phase of the magnetic field signal. For example, although not visible in the s.d. image, we observe that the detected \( B_z \) field in the image region below the snail phantom has the opposite sign of the field within the phantom, as expected from Biot-Savart’s law. The s.d. is also observed to be increased where the PL intensity is higher, as expected from photon shot noise. As described previously, in the absence of applied phantom currents, we observe the s.d. exhibits square-root scaling with the PL intensity and with the readout duration, suggesting shot-noise-limited performance.

Based on the DQ Ramsey magnetometry curve slope for a characteristic pixel, the measured noise in that pixel in the absence of an applied magnetic field, and the volume (3 µm × 3 µm × 10µm) of NV-diamond corresponding to each pixel, we measure the volume-normalized sensitivity to magnetic fields along the diamond \( z \)-axis to be \( \sim 100 \text{ nT } \mu m^{3/2} \text{Hz}^{1/2} \) [24, 25]. We expect the sensitivity can be increased by one to two orders of magnitude through (i) improving the Rabi frequency homogeneity to increase the Ramsey contrast, (ii) increasing the PL collection rate by operating at higher laser power and improving the collection efficiency, and (iii) mitigating any
remaining noise sources limiting sensitivity.

5.6 Next steps and outlook

Here we have demonstrated high-speed imaging of magnetic fields from currents in fabricated wire phantoms. This project remains a work in progress, though, and many steps are required to realize the full potential of the imaging system and apply it to visualising broadband magnetic activity within biological systems. Technical improvements include optimizing the magnetic field sensitivity, as discussed above, and iterating on the phantom design to better approximate neuronal systems.

Additional next steps include performing high-speed vector magnetic imaging of phantom currents in order to reconstruct all three Cartesian magnetic field components over the image and to investigate whether separating the resonances from the four NV$^-$ orientations improves the field reconstruction accuracy and spatial resolution. In addition, we aim to simulate the fields from phantom currents to confirm agreement with measured images. We will also simulate the detected phantom fields as a function of NV$^-$ layer thickness to check that our measured images exhibit spatial resolution in fact limited by the layer thickness.

Applications of this system in biology include resolving action potentials in cultured mammalian neuron systems [209, 219] as well as current flow through cultures of patterned, interconnected cardiomyocytes [288, 289, 290, 291]. Magnetic measurements from these systems could inform magnetic models of electrically active cells and cell networks, which would contribute to basic biophysical understanding and could also aid medical research into, e.g., neurodegenerative diseases or neural plasticity. Finally, we envision condensed matter physics as an alternative application of a high-speed DQ Ramsey magnetic imager. For example, our system could enable real-time imaging of the dynamics of certain topologically non-trivial materials [276].
Chapter 6

Review of strategies to improve ensemble-NV\(^{-}\) magnetic sensitivity

This chapter examines methods to enhance NV-diamond magnetometer sensitivity, with a principal focus on broadband DC magnetometry employing ensembles of NV\(^{-}\) centers. A majority of this chapter is reproduced with modifications from Ref. [80].

6.1 Strategies to extend \(T_2^*\) and \(T_2\)

6.1.1 Dynamical decoupling for AC magnetometry

While this review primarily addresses the broadband DC sensing modality of ensemble-NV\(^{-}\) magnetometers, many of the sensitivity-improvement techniques described herein can also be applied to detecting narrowband AC magnetic fields. Here we provide a brief overview of standard AC sensing schemes; we discuss several approaches to improving AC magnetic field sensitivity; and we highlight challenges unique to the AC sensing modality.

The Hahn echo (alternatively referred to as the spin echo) protocol, shown in Figure 6.1.1, builds upon the Ramsey protocol with an additional central MW \(\pi\)-pulse, which refocuses dephasing of the NV\(^{-}\) spin ensemble [135]. The decay of spin coherence measured with this pulse sequence is characterized by \(T_2\), which is typically one to two
orders of magnitude longer than $T_2^*$ in NV$^-$ ensemble measurements (see Sections 2.1.2 and 2.2). Furthermore, while the refocusing pulse decouples the NV$^-$ spin from DC magnetic fields, its presence makes Hahn echo measurements particularly sensitive to oscillating magnetic fields with period $T_B$ matching the spin interrogation time $\tau$ of the pulse sequence. In the ideal case where the three MW pulses are commensurate with the nodes of the AC magnetic field, the shot-noise-limited sensitivity of a Hahn-echo-based measurement is given by [103]:

$$
\eta_{\text{shot}} \approx \frac{\pi \hbar}{2 g_e \mu_B C e^{-(\tau/T_2)^p}} \frac{1}{\sqrt{N}} \frac{\sqrt{t_I + \tau + t_R}}{\tau},
$$

(6.1)

where $C$ is the measurement contrast prior to precession (see Section 1.5), $p$ is a stretched exponential parameter set by ensemble averaging of the local NV$^-$ spin environments (see Section 2.1.6), and $t_I$ and $t_R$ are the optical initialization and readout times, respectively. For more realistic measurements in which the pulse sequence cannot be phase-locked to the AC magnetic field, the magnetic sensitivity is degraded by $\sqrt{2}$.

The shot-noise-limited sensitivity given by Equation 6.1 has several key differences to that of a Ramsey-based DC sensing protocol (Equation 1.46). First, since typically $T_2 \gg T_2^*$, AC sensing schemes can achieve better sensitivity than DC sensing schemes. Second, choice of spin interrogation time $\tau$ is more straightforward for Ramsey schemes than for echo-based schemes. For Ramsey-based sensing of DC or quasi-static fields, $\tau \sim T_2^*$ is optimal (Section 2.1.7). In contrast, while $\tau \sim T_2$ is optimal for Hahn-echo-based protocols, $\tau$ should also be matched to the period $T_B$ of the AC magnetic field to be measured. As a result the scheme is maximally sensitive to fields of period $T_B \sim T_2$, with a detection bandwidth set by the relevant filter function [293]. Finally, coherent interactions between the NV$^-$ spin and other spin impurities in the diamond can modulate the Hahn-echo coherence envelope. At best, these effects introduce collapses and revivals that do not affect $T_2$ and merely complicate the NV$^-$ magnetometer’s ability to measure AC magnetic fields of arbitrary frequency. Collapse-and-revival dynamics occur for diamond samples containing a
Figure 6.1.1: Select pulse sequences for AC magnetometry. The Hahn echo sequence includes a refocusing $\pi$-pulse midway through the spin interrogation time, allowing phase-sensitive lock-in-type measurements of AC magnetic fields (top). Hahn echo is maximally sensitive to AC fields with nodes coincident with the three MW pulses. Detection of AC fields with the quadrature phase can be achieved using the Carr-Purcell-Meiboom-Gill-2 (CPMG-2) sequence (middle). Employing additional $\pi$-pulses (CPMG-$_n$) achieves more efficient decoupling of the NV$^-$ from substitutional nitrogen and other paramagnetic defects in the diamond and provides sensitivity to higher-frequency AC magnetic fields (bottom). From Ref. [292].
natural abundance of $^{13}$C, when the bias magnetic field is aligned to the NV$^-$ symmetry axis such that the $^{13}$C Larmor precession sets the oscillation frequency. At worst, misalignment between the bias magnetic field and different NV$^-$ symmetry axes results in anisotropic hyperfine interactions, which can enhance the nuclear-spin Larmor precession rate for both $^{13}$C (as a function of $^{13}$C-NV$^-$ spacing) and $^{15}$N (in $^{15}$NV-diamonds) [294, 295]. These effects ensemble average to an effectively shorter coherence time $T_2$ [153], which degrades AC sensitivity.

Despite these differences, the Ramsey and spin-echo measurement schemes share many of the same components; consequently, many techniques for improving spin readout fidelity (analyzed in Section 6.2) apply to both DC and AC sensing modalities. For example, ancilla-assisted repetitive readout (Section 6.2.3), level-anticrossing-assisted readout (Section 6.2.4), and improved fluorescence collection methods (Section 6.2.5) increase the number of detected photons per measurement $N$; preferential NV$^-$ orientation (Section 7.7) enhances the measurement contrast $C$; and spin-to-charge-conversion (SCC) readout (Section 6.2.1) and NV$^-$ charge state optimization (Section 7.2) increase both $C$ and $N$. We note that because typically $T_2 \gg T_2^*$, advanced readout techniques such as repetitive readout and SCC readout presently offer greater sensitivity improvement for AC schemes than for DC schemes, as their long-readout-time requirements introduce smaller fractional overhead in AC measurements with longer spin interrogation times.

Additionally, techniques to extend $T_2^*$ for DC and broadband magnetometry may also improve AC magnetic field sensitivity. For example, double-quantum (DQ) coherence magnetometry (Section 6.1.2) is expected to improve AC sensitivity both by introducing a 2x increase in the NV$^-$ spin precession rate [104, 215] and, in certain cases, by extending the NV$^-$ coherence time $T_2$ [129]. Similarly, spin bath driving (Section 6.1.3) and operation at a sufficiently strong bias magnetic field (Section 6.1.4) may extend $T_2$ by suppressing magnetic and electric/strain noise, respectively.

Another technique for enhancing NV$^-$ magnetic sensitivity, unique to the AC sensing modality, is the application of multi-pulse sequences, whose timing is based on the Carr-Purcell-Meiboom-Gill (CPMG) family of pulse sequences well-known in
NMR [293, 103] (see Figure 6.1.1). By applying additional MW π-pulses at a rate of $\frac{1}{2T_B}$, these multi-pulse sequences (i) extend the NV$^-$ coherence time $T_2$ by more effectively decoupling the NV$^-$ spins from magnetic noise and (ii) increase the time during which the NV$^-$ spins interrogate the AC magnetic field. The coherence time has been found to scale with a power law $s$ ($T_2 \rightarrow T_2^{(k)} = T_2^k s^k$) as a function of the number of pulses $k$ [292], where $s$ is set by the noise spectrum of the decohering spin bath and is typically sub-linear. For example, a bath of electronic spins, such as N$^0_S$ defects in diamond, exhibits a Lorentzian noise spectrum and results in a power-law scaling of the coherence time with $s = 2/3$, when the electronic spin bath is the dominant decoherence source [139]. The shot-noise-limited multi-pulse sensitivity and the optimal number of pulses $k_{opt}$ for an AC magnetic field with period $T_B$ are given by

$$r_{\text{shot multi}} \approx \frac{\pi \hbar}{2e\mu_B C \sqrt{N}} \exp \left[ \left( \frac{k^{(1-s)} T_B}{2 T_2} \right)^P \right] \frac{1}{\sqrt{\frac{k}{2} T_B}}, \quad (6.2)$$

$$k_{opt} = \left[ \frac{1}{2p(1-s)} \left( \frac{2 T_2}{T_B} \right)^P \right]^{1/(p(1-s))}, \quad (6.3)$$

assuming interrogation time $\tau = \frac{k}{2} T_B$, initialization and readout times $t_I, t_R \lesssim \tau$, and π-pulses commensurate with the nodes of the oscillating magnetic field. As before, the sensitivity is degraded by $\sqrt{2}$ when measuring AC magnetic fields with unknown or randomly fluctuating phase.

Equations 6.2 and 6.3 illustrate that multi-pulse measurement schemes improve sensitivity to magnetic fields with periods $T_B < T_2$ and enable sensing of higher frequencies than can be accessed with Hahn-echo-based measurements. For example, in Ref. [292], Pham et al. demonstrate a $10 \times$ improvement in ensemble AC sensitivity at 220 kHz by using a multi-pulse sequence, compared to Hahn echo. However, the increased number of control pulses, which are typically imperfect due to NV$^-$ hyperfine structure and inhomogeneities in the system, can result in cumulative pulse error and thus degraded AC sensitivity [138]. Compensating pulse sequences, including schemes in the XY-, concatenated, and BB-$n$ families, may then be employed to restore AC field sensitivity [138, 137, 296, 297, 298].
A final consideration in the application of multi-pulse sequences for enhancing AC magnetometry with NV$^-$ centers is that extension of the $T_2$ coherence time (and thus enhancement of AC magnetic field sensitivity) is eventually limited by the $T_1$ spin-lattice relaxation time, beyond which increasing the number of $\pi$-pulses is ineffective. This limitation can be overcome by reducing the magnetometer operating temperature, thereby suppressing the two-phonon Raman process that dominates NV$^-$ spin-lattice relaxation near room temperature and extending $T_1$ [15]. Multi-pulse sequences performed at 77 K have demonstrated $> 100\times$ extensions in $T_2$ compared to room temperature measurements [245], and corresponding improvements to AC magnetic field sensitivity are expected.

6.1.2 Double-quantum coherence magnetometry

Standard NV$^-$ magnetometry techniques, such as CW-ODMR (Section 1.6.1), pulsed ODMR (Section 1.6.2), and pulsed Ramsey (Section 1.5.1) or echo-type schemes (Section 6.1.1), are typically performed in the pseudo-spin-1/2 single-quantum (SQ) sub-basis of the NV$^-$ ground state, with the $m_s = 0$ and either the $m_s = +1$ or $m_s = -1$ spin state ($\Delta m_s = 1$) employed for sensing. In contrast, double-quantum (DQ) coherence magnetometry ($\Delta m_s = 2$) works as follows for a Ramsey-type implementation. First, a superposition of both $m_s = +1$ and $m_s = -1$ states (here termed the bright state $|B\rangle$) is prepared. Then, after a free precession interval, the final superposition state is projected onto a population difference between $|0\rangle$ and $|B\rangle$, and the population is read out optically.

Use of the full spin-1 nature of the NV$^-$ center and the double-quantum basis $\{-1, +1\}$ allows for several sensing advantages. First, at fixed magnetic field, an NV$^-$ spin prepared in a superposition of the $m_s = +1$ and $m_s = -1$ states precesses at twice the rate as in the standard $\{0, \pm 1\}$ basis, enabling enhanced magnetometer sensitivity. Moreover, measurements in the DQ basis are differential, in that noise sources perturbing the $|0\rangle \leftrightarrow |+1\rangle$ and $|0\rangle \leftrightarrow |-1\rangle$ transitions in common-mode are effectively rejected. Sources of common-mode noise may include temperature fluctuations, which enter the NV$^-$ Hamiltonian via the zero-field splitting parameter.
\(D \left( \frac{\partial D}{\partial T} \approx -74 \text{ kHz/K} \right) \) [91, 45, 55]; axial strain gradients; axial electric fields; and transverse magnetic fields. For a detailed discussion see Ref. [81].

If the spin bath environment is dominated by magnetic noise, as is common for high-nitrogen and natural \(^{13}\text{C}\) abundance diamond samples, measurements in the DQ basis exhibit an increased linewidth and shortened associated dephasing time, as the \(2\times\) enhanced sensitivity to magnetic fields causes the spin ensemble to dephase twice as quickly as in the SQ basis, i.e., \(T_{2,\text{DQ}}^* \approx T_{2,\text{SQ}}^*/2\). This increased dephasing and decoherence is confirmed experimentally for single NV\(^-\) centers by the authors of Ref. [104], who observe a \(2\times\) decrease in \(T_2^*\), and by the authors of Ref. [215], who observe a \(\approx 2\times\) decrease in the Hahn-echo coherence time \(T_2\). Similar results are reported for NV\(^-\) ensembles [184, 81].

Non-magnetic noise sources such as temperature fluctuations, electric field noise, and inhomogeneous strain may also contribute to spin dephasing (see Section 2.2). However, measurements in the DQ basis are insensitive to noise sources that shift the \(|0\rangle \leftrightarrow |+1\rangle\) and \(|0\rangle \leftrightarrow |-1\rangle\) spin transitions in common mode. When such noise sources dominate dephasing in the standard basis, the DQ dephasing time \(T_{2,\text{DQ}}^*\) may exceed \(T_{2,\text{SQ}}^*\), allowing for additional sensitivity improvement. For example, DQ measurements reported in Ref. [81] on NV\(^-\) ensembles demonstrate a \(\sim 6\times\) increase in \(T_2^*\) (narrowing of linewidth) in an isotopically purified, low-nitrogen diamond, leading to an effective \(13\times\) enhancement in phase accumulation per measurement when considering the twice faster precession rate in the DQ basis. In Ref. [81], the standard SQ basis \(T_2^*\) is found to be limited by strain inhomogeneities, whereas the \(T_2^*\) value measured in the DQ basis is likely primarily limited by interactions with residual \(^{13}\text{C}\) nuclear spins (\(\sim 100 \text{ ppm}\)). This \(T_2^*\) limitation emphasizes the importance of isotopic purification when low-nitrogen samples are employed (see Section 2.2.3).

For AC magnetometry, dephasing due to strain inhomogeneities and temperature fluctuations can be largely alleviated by using Hahn echo or similar dynamical decoupling sequences (see Section 6.1.1) [103]. Nevertheless, double-quantum coherence magnetometry should still yield benefits. First, ensemble AC magnetometry benefits from the expected \(\sqrt{2}\times\) sensitivity gain due to twice faster precession [104]. Sec-
ond, sensitivity may be further enhanced if $T_{2,DQ}$ exceeds $T_{2,SQ}/2$. For example, the authors of Ref. [129] observe $T_{2,SQ} = 1.66 \pm 0.16$ ms and $T_{2,DQ} = 2.36 \pm 0.09$ ms for single near-surface NV$^-$ center with $T_{2,SQ}$ likely limited by electric field noise. In addition to magnetic sensing, measurements in the DQ basis can enhance sensitivity for temperature sensing [45] and noise spectroscopy applications [299, 72].

Implementation of double-quantum coherence magnetometry is a straightforward addition to standard pulsed magnetometry. The DQ technique requires applying MW pulses to drive transitions from the $m_s = 0$ state to both the $m_s = +1$ and $m_s = -1$ states. For sufficiently large magnetic fields, these two transitions must be addressed with separate and phase-locked MW frequencies [215, 129]. At low magnetic, electric, and strain fields, a single MW frequency is adequate [104]. In either case, care must be taken to ensure that both the upper and lower spin transitions are addressed with adequate MW pulses to achieve an equal superposition of the $m_s = +1$ and $m_s = -1$ states [215, 81]. While equal Rabi frequencies on the two transitions are desirable, the MW pulse durations may be adjusted to compensate for unequal Rabi frequencies. MW pulses for each spin transition may be applied sequentially [45] or simultaneously [104, 215, 81]. Due to the minimal increase in experimental complexity, the ability to suppress common-mode noise sources, and the increased spin precession rate, we expect DQ coherence magnetometry to become standard for high-performance pulsed-measurement DC magnetometers employing NV$^-$ ensembles.

### 6.1.3 Spin bath driving

Residual paramagnetic impurity spins in diamond contribute to NV$^-$ dephasing, thereby reducing $T_2^*$. This effect can be mitigated by directly driving the impurity spins, which is particularly useful when dynamical decoupling (see Section 6.1.1) of the NV$^-$ sensor spins is not applicable, such as in DC sensing protocols. This technique, termed spin bath driving, has been successfully demonstrated with substitutional nitrogen spins $N_0^S (S = 1/2)$ [132, 300, 81], and, due to the high typical concentrations of $N_0^S$ spins in NV-rich diamonds, we focus our discussion on this implementation.
In pulsed spin bath driving (see Figure 6.1.2a), a resonant $\pi$-pulse is applied to the $N_S^0$ spins halfway through the NV$^-$ Ramsey sequence, decoupling the $N_S^0$ spins from the NV$^-$ spins in analogy with a refocusing $\pi$-pulse in a spin echo sequence (see Figure 6.1.1) [132, 81]. Alternatively, the spin bath can be driven continuously (see Figure 6.1.2b) [132, 300, 81]. In the latter case, the driving Rabi frequency $\Omega_N$ must significantly exceed the NV$^-$-$N_S^0$ coupling rate $\gamma_N$, i.e., satisfy $\Omega_N/\gamma_N \gg 1$, to achieve effective decoupling. Under this condition, the nitrogen spins undergo many Rabi oscillations during the characteristic dipolar interaction time $1/\gamma_N$, where $\gamma_N \sim 2\pi \times (0.01 - 10)$ MHz for nitrogen concentrations in the $1 - 1000$ ppm range (see Section 2.2.1). As a result, the NV$^-$ ensemble is decoupled from the nitrogen spin bath and the NV$^-$ dephasing time is enhanced. This situation is similar to motional narrowing observed in many NMR and ESR systems, such as rotation- and diffusion-induced time-averaging of magnetic field inhomogeneities [146, 255].

The authors of Ref. [132] perform pulsed spin bath driving in a Type Ib diamond with $[N^T] \lesssim 200$ ppm and increase $T_2^*$ for a single NV$^-$ $1.6 \times$, from 278 ns to 450 ns. Similarly, in Ref. [300], $T_2^*$ for an individual NV$^-$ is extended from 0.44 $\mu$s to 1.27 $\mu$s, a $2.9 \times$ improvement, using continuous spin bath driving in nanodiamonds with $[N] \lesssim 36$ ppm. An NV$^-$ ensemble study in Ref. [81] finds that if another mech-
anism, such as lattice strain or magnetic field gradients, is the dominant source of dephasing, spin bath driving becomes less effective, as shown in Figure 6.1.3 (see also Section 2.2). Nonetheless, at high nitrogen concentrations ([N$_S^T$] $\gtrsim$ 1 ppm), NV$^-$ ensemble dephasing due to dipolar interaction with nitrogen spins can be greatly reduced by spin bath driving [81], in agreement with single-NV$^-$ results [132, 300].

To effectively suppress NV$^-$ dephasing, all nitrogen spin transitions must typically be driven. Elemental nitrogen occurs in two stable isotopes, $^{14}$N with 99.6% natural isotopic abundance, and $^{15}$N with 0.4% natural isotopic abundance. Diamonds may contain predominantly $^{14}$N, where the 99.6% natural abundance purity is typically deemed sufficient, or $^{15}$N, which requires isotopic purification. $^{14}$N exhibits nuclear spin $I = 1$ while $^{15}$N exhibits nuclear spin $I = 1/2$, resulting in 3 and 2 magnetic-dipole-allowed transitions for each isotope, respectively [154, 155, 156]. Like NV$^-$ centers, substitutional nitrogen defects possess a trigonal symmetry as a result of a Jahn-Teller distortion [301, 302, 303]. The Jahn-Teller distortion defines a symmetry axis along any of the 4 crystallographic [111] axes leading to 4 groups of N$_S^0$ spins. For a bias magnetic field $B_0$ larger than the substitutional nitrogen hyperfine interaction $A_{HF} \sim 100$ MHz, $m_s$ and $m_I$ are good quantum numbers, and the $^{14}$N spectrum consequently exhibits up to 12 distinct resonances, which need to be driven [132, 304]. If $B_0$ is aligned with any of the diamond [111] axes, the 12 resonances reduce to 6 partially-degenerate groups with approximate amplitude ratio 1:3:1:3:3:1 (see Figure 6.1.4a). Similarly, the $^{15}$N spectrum shows up to 8 distinct resonances, which reduce to 4 partially-degenerate groups with approximate amplitude ratio 1:3:3:1 in an aligned bias field $B_0$ (see Figure 6.1.4b). This technique is expected to be easiest to execute when the bias magnetic field $B_0$ and hyperfine coupling $A_{HF}$ are not of the same order. When $\frac{g\mu_B}{\hbar}B_0 \sim A_{HF}$, additional nuclear-spin-non-conserving transitions arise, resulting in reduced oscillator strength for the nuclear-spin-conserving transitions. Thus, given fixed RF power, the drive efficiency for each addressed transition decreases. Although spin bath driving has to date only been demonstrated in the regime $\frac{g\mu_B}{\hbar}B_0 \gtrsim A_{HF}$ [132, 300, 81], driving in the $\frac{g\mu_B}{\hbar}B_0 \ll A_{HF}$ regime is also expected to be effective.
Figure 6.1.3: Ensemble free induction decay envelopes as measured using SQ and DQ Ramsey magnetometry, with and without continuous spin bath driving (inset). Measurements are shown for the following: in the SQ basis without spin bath driving (−, first from top); in the SQ basis with spin bath driving (−, second from top); in the DQ basis without spin bath driving (−, third from top); in the DQ basis with spin bath driving (−, fourth from top). Measurements in the DQ basis mitigate strain-induced dephasing while spin bath driving mitigates dipolar dephasing from the paramagnetic substitutional nitrogen in the diamond. The data illustrate the synergistic effect of combining DQ coherence magnetometry and spin bath driving; the aggregate approach vastly outperforms either technique employed independently. Even with twice faster precession, $T_2^*$ is extended from 1.8 μs to 29 μs. From Ref. [81].
Figure 6.1.4: Substitutional nitrogen $N^0_S$ spin energy levels and associated double electron-electron resonance (DEER) spectra. a) Energy level diagram for $^{14}N^0_S$ spin showing allowed (—) and forbidden (---) transitions. b) Energy level diagram for $^{15}N^0_S$ spin showing allowed (—) and forbidden (---) transitions. c) Experimental $^{14}N^0_S$ DEER spectrum (—) and simulated $^{14}N^0_S$ DEER spectra showing allowed ($\Delta m_I = 0$) resonances (—) and forbidden ($\Delta m_I \neq 0$) resonances (---). d) Experimental DEER spectrum (—) in diamond with primarily $^{15}N^0_S$ and simulated DEER spectra showing $^{15}N^0_S$ allowed ($\Delta m_I = 0$) resonances (—), $^{15}N^0_S$ forbidden ($\Delta m_I \neq 0$) resonances (---), and allowed transitions residual $^{14}N^0_S$ impurities (—). In c and d the simulated resonance linewidths and amplitudes are chosen to approximately match the experimental data. Spectra are simulated for and experimentally measured in an external magnetic field aligned along the diamond crystallographic [111] axis. Adapted from Ref. [81].
The $N^0_S$ electron spin resonance spectra for $^{14}$N and $^{15}$N are readily observed in EPR experiments (see for example Ref. [154] and [305]). Alternatively, the nitrogen resonance spectra in a diamond can be characterized with NV$^-$ centers using the double electron-electron resonance (DEER) technique [132, 81]. In this instance, the NV$^-$ electronic spin is made sensitive to decoherence from $N^0_S$ target impurity spins via application of frequency-selective $\pi$-pulses at the targeted spins’ resonance frequency. A schematic of the DEER pulse sequence is shown in Figure 6.1.2c, and the resulting DEER spectra for both nitrogen isotopes are compared in Figure 6.1.4. Extra resonance features associated with substitutional-nitrogen-related dipole-forbidden transitions and additional paramagnetic spins are also commonly observed, and may reveal additional sources of dephasing.

The experimental requirements for effective spin bath driving typically depend on the substitutional nitrogen concentration. At lower impurity concentrations, reduced spin bath drive strength (i.e., RF power) is needed to mitigate nitrogen-induced dephasing. However, dephasing mechanisms unrelated to nitrogen may exhibit larger relative contributions to $T^*_2$ in this regime, limiting the achievable $T^*_2$ increase from nitrogen spin bath driving. In particular, in samples with nitrogen content $[N^0_S] \lesssim 1$ ppm, lattice strain gradients may dominate the ensemble dephasing time, as is found in Ref. [81]. In this instance, strain-insensitive measurement techniques, such as double-quantum coherence magnetometry (see Section 6.1.2) must be employed for spin bath driving to extend $T^*_2$. In the intermediate regime ($[N^0_S] \sim 1$ ppm), where strain gradients and NV$^-$ dipolar interactions with the nitrogen spin bath are of similar magnitude, neither spin bath driving nor DQ coherence magnetometry alone can achieve significant enhancement of the dephasing time. However, Ref. [81] demonstrates a $\sim 16 \times$ improvement in $T^*_2$ (effectively a $\sim 32 \times$ improvement when considering the twice faster precession rate in the DQ basis) for a $[N^0_S] \simeq 0.75$ ppm diamond when both techniques are combined, as shown in Figure 6.1.5. In contrast, employing spin bath driving alone improves the dephasing time only by $\sim 1.1 \times$ (see Figure 6.1.3), as strain-induced dephasing is left unmitigated.

In nitrogen-rich diamonds ($[N^0_S] \gtrsim 1$ ppm) achieving the motional narrowing con-
Figure 4. Application of quantum control techniques to extend NV spin ensemble dephasing time ($T_\text{\textsuperscript{\textgamma}2}$) and increase DC magnetic field sensitivity. (a) Ramsey measurements of $T_\text{\textsuperscript{\textgamma}2}$ in the single quantum (SQ, blue) and double quantum (DQ, black) bases for different spin-bath drive strengths (Rabi frequencies) for Sample B ([N] = 0.75 ppm) at $B_0 = 8.5$ mT. Black-dashed-dotted line is calculated from a model of NV spins that are dipolar-coupled to a multi-component spin bath (Eqn. 4). The red solid line is a fit of the model to the $T_\text{\textsuperscript{\textgamma}2}$ data (see main text for details). (b) Same as (a) but for Sample C ([N] = 10 ppm) and $B_0 = 10.3$ mT. (c) Measured $T_\text{\textsuperscript{\textgamma}2}$, \text{N-NV}$\times T_\text{\textsuperscript{\textgamma}2}$,\text{DQ}$ as a function of nitrogen concentration for Samples B, C, D, E. Samples were selected to have a predominately electronic nitrogen (P1) spin bath using DEER ESR measurements. The black dashed-dotted line is the dipolar-interaction-estimated dependence of $T_\text{\textsuperscript{\textgamma}2}$ on nitrogen concentration (Suppl. V). We fit the data using an orthogonal-distance-regression routine to account for the uncertainties in [N] and $T_\text{\textsuperscript{\textgamma}2}$. A fit to the form $\frac{1}{T_\text{\textsuperscript{\textgamma}2}} = A_{\text{N-NV}}[N]$ yields $A_{\text{N-NV}} = 2\pi \times 16.6(2.6)$ kHz/ppm [$1/A_{\text{N-NV}} = 9.6(1.8) \mu$s · ppm]. The red shaded region indicates the 95% standard error of the fit value for $A_{\text{N-NV}}$. The black dashed line is the expected scaling extracted from numerical simulations using a second-moment analysis of the NV ensemble ESR linewidth (see text for details). (d) Measured Ramsey DC magnetometry signal $S/C\sin(\tau)$ for Sample B, in the SQ and DQ bases, as well as the DQ sub-basis with spin-bath drive (see main text for details). There is a 36$\times$ faster oscillation in the DQ sub-basis with spin-bath drive compared to SQ with no drive. This greatly enhanced DC magnetic field sensitivity is a direct result of the extended $T_\text{\textsuperscript{\textgamma}2}$, with sensitivity enhancement given by $2\times \frac{\tau_{\text{DQ+Drive}}}{\tau_{\text{SQ}}}$ at equal contrast. The slight decrease in observed contrast in the DQ + drive case for $|B_{\text{DC}}| > 0.05$ mT is a result of changes in the Zeeman resonance frequencies of the nitrogen spins due to the applied test field $B_{\text{DC}}$, which was not corrected for in these measurements.

DISCUSSION

Our results (i) characterize the dominant spin dephasing mechanisms for NV ensembles in bulk diamond (strain and interactions with the paramagnetic spin bath); and (ii) demonstrate that the combination of DQ magnetometry and spin bath driving can greatly enhance sensitivity. The decreased contrast for magnetic fields >0.05 mT in the bottom plot results from magnetic-field-induced detuning of the nitrogen spin resonances with respect to the RF drive frequencies. From Ref. [81].
dition \( \Omega_N / \gamma_N \gg 1 \) may be technically difficult; increases in \( [N^0_S] \) necessitate linear proportional increases in \( \Omega_N \), which correspond to quadratic increases in the RF power required \[81\]. We expect both pulsed and continuous spin bath driving in nitrogen-rich samples to be ultimately limited by parasitic effects. These effects include induced AC Zeeman shifts, strain gradients, and sample heating due to the strong applied RF fields \[300\].

We note that spin bath driving should be applicable to any paramagnetic spin species in diamond, such as electronic dark spins, NV\(^-\) centers, or even nuclear spins. The effectiveness of the driving for dilute bath spins (fractional concentration \( \ll 0.01 \)) is expected to depend on the target spin’s concentration but not its gyromagnetic ratio, as both \( \Omega_N \) and \( \gamma_N \) vary linearly with the target spin’s gyromagnetic ratio. In other words, species with small gyromagnetic ratios are difficult to drive but also do not contribute much to dephasing for a given concentration \[81\]. Therefore, spin bath driving of the \(^{13}\)C in a natural abundance diamond (\( |^{13}\text{C}| = 10700 \text{ ppm} \)) is expected to be quite challenging \[84\]. Lastly, as the nitrogen spin bath contributes to \( T_2^* \) decoherence \[292, 174\], nitrogen spin bath driving would be expected to extend the Hahn echo \( T_2^* \), and, to a lesser extent, coherence times achieved with dynamical decoupling sequences \[81\], although neither application has been demonstrated at present.

### 6.1.4 Transverse strain and electric field suppression

Spatial and temporal variations in electric fields or in diamond crystal strain can degrade \( T_2^* \), as described in Sections 2.2 and 6.1.2. Measurements performed in the NV\(^-\) spin’s double-quantum basis are insensitive to variations in the axial components of the electric field \( E_z \) and spin-strain coupling \( M_z \), as these terms cause common-mode shifts in the spin resonance frequencies \[57, 13\]. In contrast, broadening due to transverse electric fields \( E_x, E_y \) and transverse spin-strain couplings \( M_x \) and \( M_y \) may remain in DQ measurements \[57, 90\]. However, by operating at a sufficiently strong axial bias magnetic field \( B_{0,z} \), the resonance line broadening from \( E_x, E_y, M_x, \) and \( M_y \) can be mitigated \[94, 25\], as illustrated in Figure 6.1.6 and discussed further in
Figure 6.1.6: Suppression of dephasing from transverse electric fields and strain. For the single NV\textsuperscript{−} center measured in Ref. [94], the dephasing time $T_{2}^{*\{\text{single}\}}$ at zero magnetic field is limited by electric field fluctuations transverse to the NV\textsuperscript{−} symmetry axis, $E_{x}$ and $E_{y}$. An applied axial magnetic field suppresses this source of dephasing by decoupling the NV\textsuperscript{−} center from transverse electric fields and strain. For magnetic fields larger than $\sim 100$ mG, the value of $T_{2}^{*\{\text{single}\}}$ is limited by magnetic noise, reaching $\sim 100$ µs in this isotopically enriched, $[^{13}\text{C}] = 20$ ppm sample. For NV\textsuperscript{−} ensembles at zero magnetic field, in addition to temporal fluctuations in $E_{x}$ and $E_{y}$ that limit $T_{2}^{*\{\text{single}\}}$, spatial variations in $E_{x}$ and $E_{y}$ and in the transverse spin-strain coupling terms $M_{x}$ and $M_{y}$ may also limit $T_{2}^{*}$ for ensembles. Recreated from Ref. [94].

The net frequency shifts of the NV\textsuperscript{−} ground state spin resonances due to transverse strain and electric fields at zero magnetic field are given by

$$\pm \xi_{\perp} = \pm \sqrt{\left(\frac{d_{\perp}E_{x}}{\hbar} + M_{x}\right)^{2} + \left(\frac{d_{\perp}E_{y}}{\hbar} + M_{y}\right)^{2}}$$

(6.4)

where $d_{\perp} = 0.17$ Hz/(V/m) [92, 56, 93] is the transverse electric dipole moment of the NV\textsuperscript{−} ground state spin. Application of an external axial magnetic field $B_{0,z}$ introduces additional magnetic-field-dependent shifts and suppresses the effect of $\pm \xi_{\perp}$ on the spin resonances. When $\beta_{z} \equiv (g_{e}\mu_{B}/\hbar)B_{0,z} \gg \xi_{\perp}$, contributions to $T_{2}^{*}$ from temporal
fluctuations or spatial variations in $\xi$ [94, 104] are diminished (see Appendix B). For the nanodiamonds characterized in Ref. [94], with $\xi = 7$ MHz, $B_{0,z} \sim 30$ G is required to eliminate the contribution to $T_2^*$ from transverse electric fields and strain. For the lower-strain bulk diamonds used in Refs. [104, 94], with $\xi \sim 10$ kHz, $B_{0,z} \lesssim 100$ mG is sufficient.
6.2 Strategies to improve readout fidelity

6.2.1 Spin-to-charge conversion readout

Spin-to-charge conversion (SCC) readout is an alternative to conventional fluorescence-based readout of the NV\(^-\) spin state. The technique has been demonstrated for single NVs [101, 105, 106, 122] and for small ensembles in nanodiamonds [306] and bulk diamond [307]. In SCC readout, the NV\(^-\) center’s spin state is mapped optically onto the NV’s neutral and negative charge states (NV\(^0\) and NV\(^-\)). The charge state, and thus the original NV\(^-\) spin information, can then be accurately read out by exploiting differences in the NV\(^0\) and NV\(^-\) wavelength-dependent excitation and associated fluorescence [308, 309]. Key advantages of SCC readout over conventional spin-state-dependent fluorescence readout are: (i), a slightly increased spin contrast [106]; and (ii), the ability to read out the charge state for extended durations and thus collect more photons per readout, leading to high-fidelity charge-state determination. Larger photon-numbers per readout reduce the relative contribution of shot noise to the measurement, allowing for readout fidelities within order unity of the spin-projection limit \(\sigma_R = 1\) (see definition in Section 1.5).

Successful spin-to-charge conversion requires control of the NV charge state. Characterization of charge dynamics under optical excitation [308, 310, 311, 312] indicate power- and wavelength-selective photo-ionization processes, which allow for controlled switching between NV\(^-\) and NV\(^0\). For example, green \(\sim 532\) nm light transfers single NV centers preferentially to NV\(^-\) with \(70 - 75\%\) probability [309, 310, 308]; strong yellow \(\sim 589\) nm [306] or red \(\sim 637\) nm [101, 106] light can selectively ionize NV\(^-\) to NV\(^0\) via absorption of two photons by an electron in the triplet ground state; and near-infrared \(\sim 900 - 1000\) nm [105] can similarly ionize NV\(^-\) via absorption of two photons by an electron in the singlet metastable state. Readout of the NV\(^-\) charge state is commonly performed by applying weak yellow laser light at \(\sim 594\) nm. At intensities well below the NV\(^-\) saturation intensity \(I_{\text{sat}} \sim 1 - 3\) mW/\(\mu\)m\(^2\) [112], yellow light efficiently excites the NV\(^-\) electronic spin transition with zero phonon line (ZPL) at 637 nm without inducing ionization, while hardly exciting the NV\(^0\) transition (with
ZPL at 575 nm) \cite{309, 310, 308}. Through introduction of a photon-detection threshold combined with appropriate spectral filtering, NV\(^-\) (which fluoresces under the yellow excitation) may thus be distinguished from NV\(^0\) (which produces little if any fluorescence). Figure 6.2.1a displays a photon-count histogram characteristic of single-NV charge readout reproduced from Ref. \cite{313}. The clear separation of photon distributions from NV\(^0\) and NV\(^-\) at low excitation powers allows charge-state determination with fidelity \(\approx 99\%\) \cite{123}.

![Figure 6.2.1a](image1.png)

**Figure 6.2.1a:** Probability histogram depicting photon emission from NV\(^0\) and NV\(^-\) under weak yellow excitation. The striking difference in photon emission rate between NV\(^0\) and NV\(^-\) allows the NV charge state to be determined with fidelity \(\approx 99\%\). Adapted from Ref. \cite{313}.

Figure 6.2.1: NV charge state readout and spin-to-charge conversion protocol. a) Probability histogram depicting photon emission from NV\(^0\) and NV\(^-\) under weak yellow excitation. The striking difference in photon emission rate between NV\(^0\) and NV\(^-\) allows the NV charge state to be determined with fidelity \(\approx 99\%\). Adapted from Ref. \cite{313}. b) Schematic of the SCC readout protocol used by Shields et al. \cite{101}. Adapted from Ref. \cite{106}.
The original work by Ref. [101] demonstrates SCC readout on a single NV center in Type IIa diamond nanobeams (see Appendix of Ref. [80] for an overview of diamond types). First, utilizing green laser light (see Figure 6.2.1b) and appropriate MWs, the NV center is prepared in the $m_s = 0$ or one of the $m_s = \pm 1$ spin states of the NV-triplet electronic ground state. A moderate power, 594 nm yellow “shelving” pulse (145 $\mu$W, $\sim 0.9$ mW/$\mu$m$^2$) then excites the spin population to the triplet excited state. Due to the spin-dependent intersystem crossing from the triplet excited state, the $m_s = 0$ population is more likely to decay back to the ground state, whereas the $m_s = \pm 1$ population is more likely to be shelved into the metastable singlet states. The spin-to-charge conversion is then realized with a $\sim 10$ ns high intensity resonant 637-nm pulse (22.5 mW, $\sim 140$ mW/$\mu$m$^2$), which ionizes (i.e., converts NV$^-$ to NV$^0$) the triplet ground state population, corresponding to $m_s = 0$, but leaves the shelved population corresponding to $m_s = \pm 1$ unaffected. Last, the NV charge state is read out by applying weak $\sim 594$ nm light. The $\sim 594$ nm light with lower energy than the NV$^0$ ZPL at 575 nm, ensures that only NV$^-$ is excited while the weak intensity ($\sim 1 - 10$ $\mu$W, $\sim 6 - 60$ $\mu$W/$\mu$m$^2$, Figure 6.2.1a) ensures that NV$^-$ is not ionized during readout.

The single-NV SCC result by Ref. [101] achieves a factor over spin projection noise $\sigma_R = 2.76$ ($\mathcal{F} = 1/\sigma_R = 0.36$, see comparison in Tab. 1.5.1). As the fidelity of the charge readout process itself approaches unity ($\mathcal{F}^{\text{CR}} = 0.975$), the dominant inefficiency is attributed to the imperfect spin-to-charge conversion step ($\mathcal{F}^{\text{SCC}} = 0.37$). Several alternative SCC readout variants have been demonstrated, providing similar sensitivity gains while offering reduced experimental complexity [306], or utilizing the singlet state for ionization [105]. For all SCC readout implementations, however, the improved values of $\sigma_R$ come at the cost of substantially prolonged spin readout times $t_R$, which increase the sequence’s overhead time and diminish the overall sensitivity improvement (see Section 1.5). For example, the best reported readout fidelity ($\mathcal{F} = 0.36$) [101] is achieved for readout times $t_R = 700$ $\mu$s, which exceed conventional fluorescence-based readout times ($t_R \sim 300$ ns) by $\sim 1000 \times$. SCC readout is therefore most advantageous for measurement modalities with long sensing intervals (e.g.,
$T_1$ relaxometry and AC field sensing), where the penalty due to additional readout overhead is less severe. To date, the best SCC readout demonstrations improve field sensitivity only when interrogation times exceed $\sim 10 \, \mu s$ [101, 306], which further motivates improvement of spin ensemble properties to achieve sufficiently long dephasing times (see Section 2.1.1).

Given the clear success of SCC readout with single NVs, application to NV-rich ensembles is a logical progression, especially given the low conventional readout fidelities achieved for NV-rich ensembles ($\mathcal{F} \lesssim 0.015$, see Tab. 1.5.1). However, the prospect for SCC readout to substantially improve $\mathcal{F}$ in NV-ensembles likely hinges on whether the additional complex charge dynamics present in NV-rich diamonds can be mitigated [306]. Promising SCC readout results on small NV ensembles in Type Ib nanodiamonds demonstrate $\sigma_R = 20$, compared to $\sigma_R = 70$ with conventional readout in the same setup, allowing the authors to observe improved sensing performance for interrogations times $> 6 \, \mu s$ [306]. However, this and other studies [47, 312] report intricate NV$^-$ and NV$^0$ charge dynamics absent in single NV experiments. The effectiveness of SCC readout in the complex charge environment inherent to NV-rich ensembles (e.g., due to ionization and charge dynamics of substitutional nitrogen and other impurity defects) warrants further investigation (see Section 7.2). Nevertheless, SCC readout overcomes one sensing disadvantage specific to ensembles, namely that NV$^-$ orientations not being used for sensing can be preferentially transferred to NV$^0$ during the ionization step. This results in reduced background fluorescence and potentially allows for an additional $\sim 2 \times$ sensitivity improvement relative to conventional NV$^-$ readout. Overall, beyond the long overhead times already discussed, SCC readout’s demanding power requirements are expected to further hamper ensemble-based implementation. In particular, high required optical intensities ($\gtrsim 150 \, \text{mW}/\mu\text{m}^2$) [101, 105, 306] suggest scaling of SCC readout to larger bulk sample sizes ($\gtrsim 100 \times 100 \, \mu\text{m}^2$) will be challenging.
we have used an electron-irradiated and annealed optical grade diamond with estimated NS0 concentration below 1 p.p.m. and NV centers around 10 p.p.b. (sample E7). We were able to detect the NV concentration of this sample by measuring the photocurrent detected on this sample (PDMR spectrum compared with ODMR spectrum measured simultaneously with an excitation laser). Figure 6.2.2 shows a photoelectrically detected magnetic resonance (PDMR) spectrum measured simultaneously with an excitation laser. Photoluminescence at 460 nm [308, 316, 318, 319]. PE readout implementations employing lower power leading to optimal contrast on type-Ib diamond). This suggests that in the volume of sample E7 contributing to the photocurrent, the electron-irradiated and annealed optical grade type-IIa diamond under study has a lower contribution of NS0 photoionization to the total.

## 6.2.2 Photoelectric readout

Another method to interrogate the NV spin state is photoelectric (PE) readout, which relies on measuring a current of charge carriers resulting from NV photoionization [314, 315, 316, 317]. Since NV photo-ionization is spin-state dependent, (see Sections 6.2.1 and 7.2) [101], the spin state can be inferred from the photocurrent signal in analogy to fluorescence-based readout. Figure 6.2.2 shows a photoelectrically detected magnetic resonance (PDMR) spectrum measured simultaneously with an ODMR spectrum, from Ref. [314]. One promised benefit of PE readout is that the photoelectron collection efficiency can approach unity [314].

In PE readout, a bias voltage is applied across electrodes fabricated on the diamond surface. An excitation laser induces NV photo-ionization, and the ejected electrons generate a current, which is collected at the electrodes. NV photo-ionization may occur via single- or two-photon excitation. Single-photon ionization of the NV-3A2 electronic ground state requires photon energies of 2.7 ± 0.1 eV or higher (wavelength ≤ 460 nm) [308, 316, 318, 319]. PE readout implementations employing lower...
photon energies, such as from 532 nm (2.33 eV) light common for spin-state initialization, ionize the NV\(^-\) centers via a two-photon process, namely \(^3\text{A}_2 \rightarrow \text{^3E} \rightarrow\) conduction band (see Figure 7.2.1) \([320, 314, 315, 316]\). Whereas the rate of single-photon ionization scales linearly with optical intensity \([311]\), two-photon ionization depends quadratically on intensity \([308]\).

Optically illuminating the diamond for PE readout may also induce background photocurrent from ionization of other defects present in the sample. Most unfortunately, 532 nm green light ionizes substitutional nitrogen N\(_0\)\(_S\) defects in a single-photon process \([320]\). The background N\(_0\)\(_S\) photocurrent may exceed the signal NV\(^-\) photocurrent, resulting in poor NV\(^-\) measurement contrast. This problem is exacerbated for excitation intensities well below the NV\(^-\) saturation intensity, where two-photon NV\(^-\) ionization may be weak compared to single-photon ionization of N\(_0\)\(_S\), and at elevated nitrogen concentrations \([\text{N}_0\text{S}] \gg [	ext{NV}^-] \) \([316, 318]\).

Multiple approaches can partially mitigate the unwanted photocurrent associated with N\(_0\)\(_S\) ionization. For example, lock-in techniques can remove the DC background from the nitrogen photocurrent \([315]\). Additionally, a shorter-wavelength laser can be employed to induce single-photon ionization from the NV\(^-\) \(^3\text{A}_2\) state, thereby improving the NV\(^-\) ionization rate relative to that of N\(_0\)\(_S\). However, the authors of Ref. \([316]\) observe that under optimized experimental conditions, single-photon ionization using 450 nm light provides no contrast improvement compared to two-photon ionization with 532 nm light.

A variety of challenges accompany implementation of PE readout, both for small NV\(^-\) ensembles \([315, 314, 316, 317]\) and for envisioned extensions to larger detection volumes \(\gtrsim (100 \, \mu\text{m})^3\) using NV-rich diamonds. In addition to background photocurrent from ionization of nitrogen and other defects, another expected obstacles to PE readout is electrical cross-talk between MW-delivery electrodes (used to manipulate the NV\(^-\) spin states) and photocurrent-detection electrodes \([315]\). Fluctuations in the applied electric field could also add additional measurement noise by coupling to fluctuations in photoelectric collection efficiency.

Scaling PE readout implementations to larger NV\(^-\) ensembles may introduce ad-
ditional challenges. Because the electrodes reside on the diamond surface, collecting photocurrent from NV\(^{-}\) centers located \(\gtrsim 100 \ \mu\text{m}\) deep may prove difficult [314]. Achieving the necessary bias electric field strength and uniformity over \(\gtrsim (100 \ \mu\text{m})^3\) volumes may also be challenging; bias electric field gradients across large detection volumes could reduce NV\(^{-}\) ensemble \(T_2^*\) values. Moreover, the presence of charge traps in NV-rich diamonds might hinder photoelectric collection efficiency (see Section 7.6), especially from deeper NV\(^{-}\) centers. In addition, Johnson noise in the readout electrodes may induce magnetic field fluctuations that could limit the achievable sensitivity [321].

In certain PE readout implementations, the detected signal amplitude may be increased by photoelectric gain, an intrinsic charge-carrier amplification arising from the diamond’s charge dynamics and the electrode boundary conditions [314, 317, 322]. However, photoelectric gain is expected to be diminished in NV-rich diamonds due to charge traps, non-uniform electric fields, and space-charge limitations [314, 323, 322]. The applicability of photoelectric gain to improving PE readout fidelity in ensemble-based extensions remains to be shown. Although PE readout may prove beneficial for certain applications such as integrated quantum devices [324], this technique’s utility for ensemble magnetometry in NV-rich diamonds remains uncertain.

### 6.2.3 Ancilla-assisted repetitive readout

In conventional readout, the fast \(\sim 500 \ \text{ns}\) repolarization of the NV\(^{-}\) electronic spin limits the number of photons an NV\(^{-}\) emits before all initial spin state information is lost (See Figure 1.5.2). Even when implementing conventional readout with the best present collection efficiencies, the average number of collected photons per NV\(^{-}\) center \(n_{\text{avg}}\) is less than 1, and for many implementations \(n_{\text{avg}} \ll 1\), making photon shot noise the dominant contributor to the parameter \(\sigma_R\) (see Equation 1.42, Tab. 1.5.1, Section 6.2.5). An alternative method to increase the readout fidelity \(\mathcal{F} = 1/\sigma_R\) circumvents this problem by instead first mapping the initial NV\(^{-}\) electronic spin state information onto an ancilla nuclear spin. In the second step, the ancilla nuclear spin state is mapped back onto the electron spin, which is then detected using conven-
Figure 6.2.3: Overview of ancilla-assisted repetitive readout. a) Readout fidelity $F$ is improved with the number of repetitive readout cycles. Fidelity for repetitive readout (red) is plotted relative to a single conventional readout (blue, dashed). From Ref. [32]. b) The clear difference in total number of collected photons associated with the initial $m_s$ states allows determination of $m_s$ with fidelity approaching 1 in some implementations. Here $F \approx 0.92$ in Ref. [107]. From Ref. [107]. c) Quantum circuit diagram and magnetometry pulse sequence with detection via ancilla-assisted repetitive readout. Application of an RF $\pi$-pulse between two weak MW $\pi$-pulses maps the NV electronic spin superposition onto the ancilla nuclear spin. Subsequently the superposition state may be repeatedly mapped back onto the electronic spin via a weak MW $\pi$-pulse and optically read out without destroying the ancilla spin’s quantum state. Adapted from Ref. [32].
tional fluorescence-based readout. This second step may be repeated many times with each marginal readout improving the aggregate readout fidelity, as shown in Figure 6.2.3a,b. While first demonstrated with a nearby $^{13}$C nuclear spin as the ancilla [131], the technique was later realized using the NV$^{-}$ center’s $^{14}$N [107] and $^{15}$N nuclear spin [32]. In the $^{13}$C realization [131, 325], the coupling to the ancilla spin depends on the distance between the NV$^{-}$ defect and the nearby $^{13}$C atom, making the technique difficult to implement for NV$^{-}$ ensembles where this distance varies. This discussion instead focuses on the more scalable realization using the NV$^{-}$ nitrogen nuclear spin as the ancilla, which ensures the electron spin to ancilla spin coupling remains fixed over the NV$^{-}$ ensemble.

Figure 6.2.3c shows a quantum circuit diagram from Ref. [32] depicting the repetitive readout scheme. After the final MW pulse in an NV$^{-}$ sensing protocol, the NV$^{-}$ electronic spin state (denoted by subscript $e$) is mapped onto the nitrogen nuclear spin state (subscript $n$). In Ref. [32], this mapping is achieved using a SWAP gate $(\text{CNOT}_{e|n} - \text{CNOT}_{n|e} - \text{CNOT}_{e|n})$, where CNOT denotes a controlled NOT gate. The SWAP gate consists of a MW $\pi$-pulse, then an RF $\pi$-pulse, then another MW $\pi$-pulse, where the MW pulses flip the electronic spin and the RF pulse flips the nuclear spin. This procedure swaps the electronic and nuclear spin states, importantly, storing the electronic spin state information in the ancilla nuclear spin. Then an optical pulse re-polarizes the electronic spin to $m_s = 0$. Next, a set of repetitive readouts is performed. In each readout, the nuclear spin state is copied back onto the electronic spin with a MW pulse, (a CNOT$_{e|n}$ gate), and then the electronic spin is optically read out without affecting the nuclear spin state. This process can be repeated many times ($\gtrsim 10^2$), and is limited in principle by the nuclear spin lifetime $T_{1,n}$. In Ref. [32], while the initial RF pulse used in the SWAP gate requires $\sim$ 50-60 $\mu$s, each readout cycle requires only $\sim$ 1 $\mu$s. The large number of readouts allow the aggregate readout fidelity $\mathcal{F} = 1/\sigma_R$ to approach 1; notably, Ref. [107] achieves $\mathcal{F} = 0.92$ ($\sigma_R = 1.1$) as depicted in Figure 6.2.3b.

Extending ancilla-assisted repetitive readout to ensembles is expected to be fruitful but necessitates overcoming further challenges. The scheme requires a large mag-
netic field to minimize coupling between the NV$^-$ nuclear and electronic spins, with Refs. [107, 32] employing fields of 2500 gauss and 6500 gauss respectively. Further, the bias magnetic field must be precisely aligned along a single NV$^-$ symmetry axis, presently precluding its use for sensing from more than one NV$^-$ orientation [25]. Even slight angular misalignments introduce measurement back action on the nuclear spin $I_z$, which spoils $T_{1,n}$ [107]. The reduction in $T_{1,n}$ limits the available readout duration. Ensemble implementations would therefore require highly uniform bias magnetic fields over ensemble sensing volumes, conceivably on the $\sim (100 \mu m)^3$ scale. Engineering such fields is within current technical capability but difficult nevertheless, see 2.2 and Ref. [116]. Additionally, the MW and RF control pulses would ideally manipulate the entire ensemble uniformly; spatial inhomogeneities of the control pulses are likely to result in reduced readout fidelity unless mitigated [116]. Assuming sufficiently strong and homogeneous $B_0$ fields and MW driving can be realized, and that the additional overhead time is acceptable, repetitive readout appears to be a promising but technically demanding method to improve $\mathcal{F}$ for ensembles.

6.2.4 Level-anticrossing-assisted readout

In conventional readout [8], the readout fidelity $\mathcal{F} = 1/\sigma_R$ depends on the number of photons $n_{\text{avg}}$ collected per measurement sequence (see Equation 1.42). The value of $n_{\text{avg}}$ is limited by the time the spin population originally in the $m_s = \pm 1$ states spends shelled in the singlet state before decaying to the triplet $m_s = 0$ state. Steiner et al. engineer the NV$^-$ spin to pass through the singlet state multiple times before repolarization, extending the readout duration per sequence to increase $n_{\text{avg}}$ [326], as depicted in Figure 6.2.4. Using NV$^-$ centers with $^{14}$N, which has nuclear spin $I = 1$, three cycles through the singlet state occur during readout, yielding a $\sim 3 \times$ increase in $n_{\text{avg}}$ and thus a $\sim \sqrt{3} \times$ improvement in the fidelity $\mathcal{F}$. For NV$^-$ centers with $^{15}$N with $I = \frac{1}{2}$, the spin only passes twice through the singlet state before repolarization, yielding only a $\sim \sqrt{2} \times$ improvement in $\mathcal{F}$.

The technique is implemented as follows: the bias field $B_0$ is tuned to the excited-state level anticrossing at $B_{\text{LAC}} \approx 500 \text{ G}$ [113, 107] to allow resonant flip-flops between
Starting from spin state $|{-1,-1}\rangle$, the system once passes through the singlet state as the electron spin is flipped. At the excited-state level anticrossing near $B = 500$ G, green optical excitation polarizes NV$^-$ into the spin state $|m_s = 0, m_I = +1\rangle$. a) Upon completion of a sensing sequence, two RF pulses transfer population in the electronic spin state $|m_s = -1\rangle$ from the nuclear spin state $|m_I = +1\rangle$ to $|m_I = -1\rangle$ without affecting the $|m_s = 0\rangle$ state. During optical readout, this population passes three times through the singlet states before being repolarized to $|m_s = 0, m_I = +1\rangle$, increasing the time over which the state-dependent fluorescence contrast persists. b) Time-resolved photon detection comparing conventional readout (gray) and LAC-assisted readout (blue). The optimal readout duration is extended by $3\times$ and the difference in detected photon number between the two spin states is increased by $3\times$. From Ref. [326].

The NV$^-$ center’s electronic spin and its $^{14}$N nuclear spin ($I = 1$). Operation at the level anticrossing polarizes the nuclear spin into the state $|m_I = +1\rangle$ [327]. At completion of a sensing sequence, immediately prior to readout, the NV$^-$ electronic spin occupies a superposition of the states $|m_s = 0, m_I = +1\rangle$ and $|m_s = -1, m_I = +1\rangle$. Before the NV$^-$ electronic spin state is read out using a conventional green laser pulse, two sequential RF $\pi$-pulses flip the nuclear spin into the $m_I = -1$ state, conditional on the electronic spin occupying the $m_s = -1$ state. This CNOT gate relies on the RF drive being resonant with the nuclear transitions between the $m_I$ states for population in the $m_s = -1$ state and off-resonant for population in the $m_s = 0$ state. During readout, the population in $|m_s = -1, m_I = -1\rangle$ cycles through the long-lived singlet state three times before the information stored in the NV$^-$ electronic spin is lost, allowing more signal photons to be collected. After the first and second pass through the singlet to the $m_s = 0$ state, an electron-nuclear spin flip-flop returns the electronic spin state to $m_s = -1$, as shown in Figure 3a of Ref. [326], enabling another cycle.
through the singlet state. The third pass repolarizes the NV$^-$ spin into the stable $|m_s=0, m_I=+1\rangle$ state.

This technique’s utility for magnetic sensing depends on whether the $\leq \sqrt{3}\times$ increase in fidelity $F$ outweighs the cost of additional overhead time (see Equation 1.43) introduced by the RF pulses. Although the authors of Ref. [326] assert that microsecond-scale RF nuclear spin $\pi$-pulses are attainable, achieving such nuclear Rabi frequencies over large ensemble volumes $\sim (100 \mu m)^3$ may prove very difficult, making this method impractical for NV$^-$ ensembles with $T_2^* \lesssim 1 \mu s$. Additional challenges for implementation with NV$^-$ ensembles include realizing the requisite uniformity in the MW/RF fields and in the 500 G bias magnetic field over ensemble volumes. Finally, the scheme presently precludes sensing from more than one NV orientation [25].

### 6.2.5 Improved photon collection methods

In the limit of low contrast, the readout fidelity $F$ is proportional to the square root of the average number of photons collected per NV$^-$ per measurement, i.e., $F \propto \sqrt{\langle N/N \rangle} = \sqrt{\langle n \rangle_{avg}}$ (see Equation 1.42). Under these conditions, sensitivity can be enhanced by increasing the geometric collection efficiency $\eta_{geo}$, defined as $N/N_{\text{max}}$, where $N$ and $N_{\text{max}}$ are the number of photons collected and emitted respectively by the NV$^-$ ensemble per measurement.

Efficient photon collection in diamond is hindered by total-internal-reflection confinement resulting from diamond’s high refractive index of approximately 2.41. For example, air and oil immersion objectives, with numerical apertures of 0.95 and 1.49 respectively, provide calculated collection efficiencies of only 3.7% and 10.4% respectively for photons emitted directly through the $\{100\}$ diamond surface [108], as depicted in Figure 6.2.5. Although anti-reflection coatings can allow for higher collection efficiencies, present implementations demonstrate only modest improvement [328]. While great effort has resulted in high values of $\eta_{geo}$ for single NV$^-$ centers through use of various nano-fabrication approaches [329, 330, 331, 332, 333, 328, 334, 335, 336, 337, 338, 101, 339], such methods do not easily translate to large ensembles.
Successful approaches for bulk ensemble magnetometers have so far focused on collecting NV\(^{-}\) fluorescence that has undergone total internal reflection in the diamond \cite{108, 109}. While absorption of NV\(^{-}\) fluorescence by various defects may limit \(\eta_{\text{geo}}\) \cite{340, 171} for some diamonds, nitrogen \cite{341} and NV\(^{-}\) centers \cite{342} are expected to hardly absorb in the NV\(^{-}\) PL band \(\sim 600 - 850\) nm. A collection efficiency of 39\% is demonstrated in Ref. \cite{108} by detecting fluorescence from the four sides of a rectangular diamond chip surrounded by four photodiodes (see Figure 6.2.6). However, the increased experimental complexity associated with employing four detectors in contact with the diamond may be problematic for certain applications. In another approach, Wolf \textit{et al.} employ a trapezoidally-cut diamond chip and a parabolic concentrator to improve collection efficiency \cite{109}. Although the authors calculate \(\eta_{\text{geo}}\) to be between 60\% and 65\%, this result is not confirmed experimentally. Ma \textit{et al.} \cite{343} demonstrate a collection efficiency of 40\% by eliminating all air interfaces between the diamond and detector, in conjunction with coupling prisms which direct light exiting the diamond’s four side faces to the detector.

In the future, collection efficiency in bulk NV-diamond magnetometers is expected to improve to near 100\%, limited only by losses due to absorption. For example, light lost from the top and sides of the diamond in Ref. \cite{109} could be redirected to the detector by coating these sides of the diamond with a metallic \cite{332} or dielectric reflector \cite{344}. The authors of Ref. \cite{109} might also see an improvement in collection efficiency by designing an optimized parabolic concentrator rather than using a commercially available part. Hypothetical geometries for light collection using parabolic or ellipsoidal reflectors are discussed in Ref. \cite{344}. Whereas multiple-reflection methods are suitable for bulk magnetometers, increasing \(\eta_{\text{geo}}\) by collecting light undergoing multiple reflections in the diamond may substantially complicate accurate image reconstruction for NV\(^{-}\) magnetic imaging microscopes \cite{326, 49, 50}.

### 6.2.6 Near-infrared absorption readout

The sensitivity of conventional fluorescence-based readout is limited by shot noise on the collected photons due to low fluorescence contrast \(C\) (see Equation 1.41). As an
Figure 6.2.5: Calculated collection efficiencies of NV$^-$ fluorescence by oil-immersion or air microscope objectives through the $\{100\}$ surface of a diamond chip, as a function of numerical aperture. From Ref. [108].

Figure 6.2.6: NV$^-$ PL side-collection method [108]. a) Green optical excitation is applied normal to the large face of the diamond chip, and red fluorescence is collected from the sides. b) Red fluorescence from actual diamond chip. c) The depicted implementation results in a $100\times$ increase in detected photons relative to a 0.4 numerical aperture air objective. From Ref. [108].
alternative to fluorescence-based readout, population in one or both NV$^-$ singlet states may be directly probed via absorption, giving a probabilistic measure of the initial $m_s$ spin state prior to readout. While the upper singlet state $^1A_1$ lifetime of $\leq 1$ ns at room temperature [23] is likely too short for such an approach to be effective, the lower singlet state $^1E$ lifetime $\sim 140-220$ ns at room temperature [98, 99, 23] makes measuring the $^1E$ population via absorption on the $^1E \leftrightarrow ^1A_1$ transition at 1042 nm viable.

Near-infrared (NIR) absorption has attractive benefits for certain applications: a) Contrast (and therefore sensitivity) is not reduced by background fluorescence from non-NV$^-$ defects (such as NV$^0$). b) The directional nature of the 1042 nm probe light allows maximal collection efficiency (ignoring absorptive losses) to be obtained more easily than in a fluorescence-based measurement; for example, this benefit was exploited in the first demonstration of microwave-free magnetometry with NV$^-$ centers [345]. c) Owing to the upper singlet $^1A_1$ lifetime of $\leq 1$ ns [23], the saturation intensity of the $^1E \leftrightarrow ^1A_1$ transition is unusually large ($I_{\text{sat}}^{1042} \sim 50$ megawatts/cm$^2$ [346]), allowing high intensity 1042 nm probe radiation to be used, so that fractional shot noise is reduced to well below that of an equivalent fluorescence-based measurement [347]. d) NIR absorption readout is nondestructive, allowing for a single NV$^-$ center in the $^1E$ singlet state to absorb multiple 1042 nm photons before eventual decay to the $^3A_2$ triplet. In principle such absorption by a single NV$^-$ center can allow readout fidelity near the spin-projection limit, even in the presence of non-negligible optical losses.

NIR absorption readout has been successfully implemented in several proof-of-principle magnetometers. In the first demonstration [348], a diamond containing [NV$^-]$ $\sim 16$ ppm is continuously illuminated with 532 nm radiation (driving the $^3A_2 \leftrightarrow ^3E$ transition to optically polarize the NV$^-$ spin state) and 1042 nm NIR radiation (resonantly addressing the $^1E \leftrightarrow ^1A_1$ transition), as shown in Figure 6.2.7a. MW radiation transfers population between the ground state Zeeman sublevels. In this first demonstration [348], a single pass of the 1042 nm radiation through the diamond sample resulted in a peak-to-peak contrast of $\sim 0.003$ at room temperature.
Figure 6.2.7: Near-infrared (NIR) absorption readout. a) Level diagram for the NV$^-$ center. Population accumulating in the $^1E$ singlet state is probed via absorption of 1042 nm radiation resonantly addressing the $^1E \leftrightarrow ^1A_1$ transition. b) Miniature NIR cavity-enhanced diamond magnetometer as described in Ref. [110]. Dashed black lines depict surfaces forming the dual-wavelength optical cavity. Components pertaining to MW delivery are omitted for clarity.
The contrast can be enhanced by increasing the number of NV$^-$ defects interacting with each 1042 nm photon, such as by employing a higher NV$^-$ density or a larger diamond. Alternatively, for a fixed number of NV$^-$ centers, the 1042 nm radiation can be recirculated through the diamond. An NIR absorption magnetometer employing an optical cavity to increase the 1042 nm interaction length is analyzed in Ref. [346] and experimentally realizes a peak-to-peak contrast of 7.1% in Ref. [200] when the bias magnetic field is directed along the [100] crystallographic direction (making the magnetic resonances of all four NV$^-$ orientations degenerate). For this demonstration, the diamond is anti-reflection coated [328] and placed in the center of a dual-wavelength optical cavity, which allows recirculation of both 1042 nm and 532 nm radiation. The more efficient use of the 532 nm light enabled by the cavity allows both a larger NV$^-$ ensemble to be addressed and a higher degree of spin initialization into the $m_s = 0$ state. Ultimately the device in Ref. [200] achieves a sensitivity of 2.5 nT/$\sqrt{\text{Hz}}$, well above the shot-noise limit of 70 pT/$\sqrt{\text{Hz}}$.

A notable recent implementation of NIR absorption [110] is depicted in Figure 6.2.7b. One diamond face forms a reflector while the addition of a dual-wavelength concave mirror results in an optical cavity with a finesse of 160 and a cylindrical sensing volume of $\sim 76 \, \mu\text{m}$ diameter and $\sim 390 \, \mu\text{m}$ length [110]. With 500 mW of 532 nm radiation and 80 mW of 1042 nm radiation, a DC magnetic field sensitivity of 28 pT/$\sqrt{\text{Hz}}$ is achieved with this compact setup, with a bandwidth of about 530 Hz. The shot-noise-limited sensitivity is 22 pT/$\sqrt{\text{Hz}}$ and the spin-projection-noise-limited sensitivity is 0.43 pT/$\sqrt{\text{Hz}}$.

The NIR absorption approach is hindered, however, by several non-idealities, which so far limit readout fidelity to values far from the spin projection noise limit, similar to conventional optical readout (i.e., $\sigma_R = 65$ for the NIR absorption approach in Ref. [110] versus $\sigma_R \approx 67$ for conventional readout in Ref. [108]). First, the predominantly non-radiative decay of the $^1A_1$ singlet greatly reduces the absorption cross section $\sigma_{1042}$ of the $^1E \leftrightarrow ^1A_1$ transition compared to a radiative-decay-only transition [86, 23]. Estimates suggest $\sigma_{1042} = 3^{+3}_{-1} \times 10^{-18} \, \text{cm}^2$ [349, 346, 200], whereas the purely radiative $^3A_2 \leftrightarrow ^3E$ transition is measured to have a much larger absorption
cross section $\sigma_{532} = (3.1 \pm 0.8) \times 10^{-17}$ cm$^2$ for 532 nm excitation [112]. Realizing the full potential of this method requires 1042 nm laser intensities of order $I_{1042}^{\text{sat}} \sim 50$ MW/cm$^2$ [200]. This saturation intensity appears to limit interrogation cross sections to $\leq 100$ µm$^2$ for $\sim 100$ mW-scale 1042 nm radiation powers, assuming a cavity finesse of $\sim 160$. Laser intensities of this magnitude may lead to undesirable ionization dynamics (see Section 7.2). Second, as described in Ref. [346], non-resonant losses for 1042 nm radiation compromise sensitivity by reducing the effective achievable collection efficiency. For example, in Ref. [110], 80 mW of 1042 nm radiation input to the dual-wavelength cavity results in 4.2 mW transmitted to the detector. Third, the NIR absorption has only been demonstrated for dense ensembles with [NV$^T$] $\sim 10$ ppm to ensure appreciable 1042 nm absorption; the performance of this method for diamonds with more dilute NV$^-$ concentrations and longer $T_2^*$ values remains unknown, and will likely depend on the scaling of cavity finesse with [N$^T$] or [NV$^T$] density.

While NIR absorption readout is effective and may find preference for certain applications [345, 110], without further advances enabling readout fidelity enhancement, (e.g., reduced 1042 nm non-resonant absorption or reduced non-radiative $^1A_1$ singlet decay rate), this method will remain approximately on par with conventional fluorescence readout while requiring the non-trivial overhead of an NIR single frequency laser and an optical cavity.

### 6.2.7 Green absorption readout

Alternatively, NV$^-$ readout may be achieved by monitoring absorption of green probe laser radiation, which off-resonantly drives the triplet $^3A_2 \leftrightarrow ^3E$ transition [350, 351]. When resonant MWs drive the $m_s = 0 \leftrightarrow m_s = -1$ or $m_s = 0 \leftrightarrow m_s = +1$ ground state spin transitions and facilitate population transfer to the NV$^-$ singlet states, it is expected that the $^3A_2$ state will be depleted, resulting in increased green probe transmission and decreased red fluorescence. For absorption measurements (both NIR and green), the change in transmitted light upon resonant MW drive is expected to mirror the change in fluorescence light up to a scaling constant, since transmission is minimal when fluorescence is maximal and vice versa [350]. Data consistent with
this understanding is shown in Figure 6.2.8 for NV\(^{-}\) centers illuminated with 514 nm light.

The absorption contrast, denoted \(C_{\text{absorb}}\), may differ substantially in magnitude from the fluorescence contrast \(C_{\text{fluor}}\) (see Figure 6.2.8). Because absorption measurements monitor transmitted light, the detected signal (and thus \(C_{\text{absorb}}\)) depends on the optical depth of the absorbing material. For example, even for the idealized case where \(C_{\text{fluor}} = 1\), if only a small fraction of the incident light is absorbed in the absence of MWs, the change in transmission upon application of resonant MWs will necessarily also be small, yielding a low absorption contrast \(C_{\text{absorb}}\). Additionally, the absorption contrast may be further decreased due to the presence of non-radiative decay pathways.

Observed magnitudes of \(C_{\text{absorb}}\) in the literature are lower than \(C_{\text{fluor}}\) by \(\sim 3 \times [350, 352]\) or more. For example, the authors of Refs. [353, 354, 355] use a CW-ODMR-based magnetometer employing a resonant optical cavity to recycle the green excitation light through the diamond multiple times, and observe \(C_{\text{fluor}}\sim 0.01\), (which is typical), while measuring \(C_{\text{absorb}}\sim 10^{-6}\). In Ref. [355] the same experimental setup performs magnetometry simultaneously using both green absorption and red fluorescence, as shown in Figure 6.2.9. The green absorption yields \(\sim 100 \text{nT}/\sqrt{\text{Hz}}\) sensitivity while the conventional readout based on red fluorescence reaches \(\sim 400 \text{pT}/\sqrt{\text{Hz}}\), about \(250 \times\) better. As with NIR absorption readout (see Section 6.2.6), recycling the green excitation light via a resonant optical cavity can increase the absorption signal by (i) addressing a larger NV\(^{-}\) population, (ii) improving initialization into the \(m_s = 0\) state, or (iii) enhancing \(C_{\text{absorb}}\). Although effectively implemented absorption readout may achieve higher optical collection efficiency than fluorescence detection, the low realized absorption contrasts are a current major drawback.

Furthermore, absorption behavior for 532 nm probe radiation can result in increased probe laser transmission under resonant MW application [350, 352], leading to an anomalous inversion of the green absorption signal. This deviation from expected behavior has been independently observed in multiple research groups [350, 352]. The anomalous \(C_{\text{absorb}}\) reveals a strong wavelength and power dependence [350], which
Figure 6.2.8: Simultaneous measurement of absorption and fluorescence on both the triplet and singlet NV electronic transitions (see inset lower left). For both transitions, the absorption and fluorescence features have opposite signs and mirror one another up to a scaling factor. Adapted from Ref. [350].

suggests that green absorption readout is hindered by an unknown effect competing with and sometimes dominating otherwise expected behavior. The wavelength and power dependence of this effect suggests NV$^0$/NV$^-$ charge dynamics could play a role. Further investigation of this behavior might reveal presently unknown NV dynamics. Overall, given the low absorption contrast $C_{\text{absorb}}$, and yet unknown mechanism of anomalous absorption behavior, the utility of green absorption readout remains questionable.

6.2.8 Laser threshold magnetometry

Another approach for bulk NV$^-$ magnetometry is the creation of a NV-diamond-based laser threshold magnetometer, as suggested by Ref. [356]. Lasing is induced on the NV$^-$ $^3E(v = 0) \leftrightarrow ^3A_2(v' \geq 1)$ transition; then, when a magnetic-field-dependent population accumulates in the singlet state, the lasing threshold increases,
Figure 6.2.9: Cavity-enhanced magnetometry based on green absorption as demonstrated in Refs. [354, 355]. A power build-up cavity allows green excitation light to pass through the diamond sample multiple times, increasing the effective path length. The red fluorescence is measured simultaneously along with the green absorption. Adapted from Ref. [354].
and the laser’s output power is reduced. As theoretically outlined \cite{357, 358}, the laser threshold approach has a number of benefits relative to generic CW-ODMR methods (Section 1.6.1): (i), effective contrast is enhanced near the lasing threshold due to competition between stimulated and spontaneous emission, (ii) collection efficiency is substantially improved by virtue of the lasing process. Although the emission cross sections for NV$^-$ and NV$^0$ have been measured \cite{342}, and stimulated emission from NV$^-$ was recently demonstrated \cite{357}, substantial work remains to address potential problems. For example, absorption by substitutional nitrogen or other defects may obstruct the lasing process \cite{359}, and it will need to be shown that other sources of noise affecting the lasing threshold or output power can be either controlled or normalized out \cite{356}. More concerning, however, is that both theory \cite{360} and experiment \cite{361} find large laser field fluctuations in the vicinity of the lasing threshold.
6.3 Miscellaneous sensing techniques

6.3.1 Rotary echo magnetometry

Broadband magnetometry can also be performed using a MW pulse scheme called rotary echo [362, 363, 364]. In this technique pioneered by Aiello et al. [362], rotary echoes are produced by periodic reversals of the driving field. The simplest protocol inverts the phase of the driving field to reverse the sign of the Rabi oscillations. The rotary echo technique may have utility for certain niche applications such as event detection [362], but the method so far yields worse sensitivity than a Ramsey protocol. Like other dynamical-decoupling-type methods, rotary echo can be tailored to reject noise at certain frequencies and also has applications for certain narrowband AC sensing, such as detection of individual nuclear spins [364].

6.3.2 Geometric phase magnetometry

In the presence of particular DC and RF magnetic fields, an NV− spin may accumulate a measurable geometric phase [365] in addition to a dynamical phase. Following demonstrations of control and readout of an NV− center’s geometric phase [366, 367, 368, 369, 370], the authors of Ref. [371] implemented geometric phase measurements for DC magnetometry. In their protocol, depicted in Figure 6.3.1, the phase of a MW Rabi drive is swept adiabatically around a closed phase-space loop during two intervals separated by a central $\pi$-pulse. Whereas the $\pi$-pulse cancels the dynamic phase accumulated during the sequences, the acquired geometric phase depends on the strength of the DC magnetic field. While this technique enables wide-dynamic-range field sensing by avoiding a $2\pi$ phase ambiguity inherent to Ramsey magnetometry, it is unlikely to enhance sensitivity with respect to optimized Ramsey.

6.3.3 Ancilla-assisted upconversion magnetometry

A clever and novel magnetometry scheme pioneered by Liu et al. in Ref. [372] utilizes frequency upconversion via an ancilla nuclear spin to make broadband measurements
Figure 1 | Concepts of dynamic and geometric phase magnetometry.  a, For dynamic-phase magnetometry with an NV spin, the Bloch vector $s = (s_x, s_y, s_z)$ (blue arrow), initially prepared by a $\pi/2$ pulse in a superposition state between two levels, precesses about the fixed Larmor vector $R = (0, 0, \gamma B)$ (red arrow). During the interaction time $T$ between the two $\pi/2$ pulses, the spin coherence accumulates a dynamic phase $\phi_d = \gamma BT$, equivalent to the angle swept by the Bloch vector on the equator. The phase is then mapped by a second $\pi/2$ pulse to a population difference signal $P = \cos \phi_d$, which is measured optically. Due to a $2\pi$ phase periodicity, an infinite number of magnetic field values (black dots) give the same signal, leading to an ambiguity.

b, For geometric-phase magnetometry with an NV spin, a Berry sequence is employed. The Bloch vector is first prepared by a $\pi/2$ pulse in a superposition state between two levels. An additional off-resonant driving is then used to rotate the Larmor vector about the $z$-axis $N$ times, $R(t) = (\Omega \cos \rho(t), \Omega \sin \rho(t), \mathbf{B})$, where $\rho(t) = 4\pi N t/T$. The spin coherence acquires a geometric phase $\phi_g = N\Theta$, proportional to the number of rotations $N$ and the solid angle $\Theta = 2\pi(1 - \cos \theta)$ subtended by the trajectory of the Larmor vector. To cancel the dynamic phase and double the geometric phase, the direction of rotation is alternated before and after a $\pi$ pulse at the midpoint of the interaction time. At the end of the Berry sequence, the phase is mapped by a second $\pi/2$ pulse to a population difference signal $P = \cos \phi_g$, which is measured optically.

The signal exhibits chirped oscillation with magnetic field amplitude, which yields at most finite magnetic field degeneracies (black dots). The signal vs. field slope resolves this ambiguity.

Figure 6.3.1: Comparison of dynamic and geometric phase magnetometry. For dynamic phase magnetometry (i.e., Ramsey), the Bloch vector (blue arrow), is optically prepared and then rotated by a $\pi/2$-pulse to the equator. The Bloch vector then precesses about the fixed Larmor vector (orange arrow) before being mapped into a population difference by a second $\pi/2$-pulse and read out optically. b) For geometric-phase magnetometry, the Bloch vector is optically prepared and then rotated to the equator. Additional off-resonant driving then rotates the Larmor vector about the $z$-axis. As the spins precess, a geometric phase proportional to the product of the solid angle (orange disk) and the number of Larmor vector rotations is acquired in addition to the dynamic phase. To cancel the dynamic phase while continuing geometric phase accrual, a $\pi$-pulse and a reversal of the off-resonant drive are inserted at the sequence midpoint. Lastly, the Bloch vector is mapped onto a population difference by a second $\pi/2$-pulse and read out optically. From Ref. [371].
of an external magnetic field. The method works as follows: A large magnetic field is aligned along the NV\textsuperscript{-} internuclear axis and tuned to near the ground state level anti-crossing (GSLAC) at \( \approx 1024 \) gauss, allowing the relative strengths of the Zeeman term and the hyperfine coupling of the NV\textsuperscript{-} electronic spin to the ancilla nuclear spin to be precisely tuned. In this regime, the NV\textsuperscript{-} electronic spin is first-order insensitive to magnetic fields perpendicular to the NV\textsuperscript{-} symmetry axis. However, an applied transverse magnetic field \( B_\perp \) modulates the strength of the hyperfine interaction, resulting in amplitude modulation of the electronic spin energy level at the nuclear spin precession frequency. The modulation deviation is proportional to \( B_\perp \). Thus, by performing standard AC magnetometry at the nuclear spin precession frequency, the magnitude of the perpendicular magnetic field \( B_\perp \) can be detected.

The technique is intriguing because (i), it allows the effective gyromagnetic ratio of the sensor to be tuned and (ii), it enables the use of AC magnetometry techniques including dynamical-decoupling protocols to sense DC fields for durations on the order of \( T_2 \) or longer (see Section 6.1.1). However, the method is expected (and observed) to upmodulate both magnetic signals and magnetic noise, including spin bath noise, to the AC measurement band. Further, the improved dephasing times are achieved primarily by decreasing the effective gyromagnetic ratio (i.e., the ratio relating \( B_\perp \) to an energy level shift) relative to the native NV\textsuperscript{-} electronic gyromagnetic ratio. Although the scheme enables vector sensing from a single NV\textsuperscript{-} center and may be compatible with NV\textsuperscript{-} spin ensembles, the method presently precludes sensing from multiple NV\textsuperscript{-} orientations. So far there has been no experimental demonstration of improved sensitivity using this method relative to that of an optimized Ramsey-type equivalent. The requirement for \( \approx 1000 \) gauss axial fields is also disadvantageous and likely prevents utilization of off-axis NV\textsuperscript{-} centers for sensing.

### 6.3.4 Techniques for the strong NV\textsuperscript{-}-NV\textsuperscript{-} interaction regime

Dipolar interactions among NV\textsuperscript{-} spins contribute to ensemble-NV\textsuperscript{-} dephasing, as described in Section 2.7. When NV\textsuperscript{-} centers comprise the majority of spin defects in diamond, or when a different majority spin species is decoupled from the NV\textsuperscript{-} centers
via spin bath driving, NV\textsuperscript{−}-NV\textsuperscript{−} interactions may degrade relaxation times $T_2^*$, $T_2$, and $T_1$ \cite{47}, limiting the sensitivity of both DC and AC magnetometers. Measurement protocols that decouple or leverage these like-spin interactions while retaining sensitivity to magnetic signals offer an avenue to surpass this sensitivity limit.

Proposed techniques to improve sensitivity in the limit of strong NV\textsuperscript{−}-NV\textsuperscript{−} interactions may be separated into two categories. Protocols in the first category mitigate dipolar interactions between like spins to extend either the dephasing time $T_2^*$ \cite{170} for DC sensing or the coherence time $T_2$ \cite{187} for AC sensing. However, these techniques partially decouple the spins from the fields to be sensed, which may counteract the sensitivity enhancement from $T_2^*$ or $T_2$ extension. Protocols in the second category harness like-spin interactions to generate entangled many-body states. Measurements of an entangled spin state comprising $N$ spins can beat the standard quantum limit for spin projection noise ($\eta \propto 1/\sqrt{N}$, see Equation 1.3), and may approach the Heisenberg limit ($\eta \propto 1/N$) \cite{120}. 

![Schematic diagram of entanglement-enhanced sensing protocol proposed in Ref. \cite{120}. During the initialization, measurement, and readout steps, the amplitude of a transverse magnetic field $\Omega$ and the repetition frequency of additional transverse-magnetic-field $\pi$-pulses are tuned. In the initialization stage, a correlated many-body spin state is generated as $\Omega$ is decreased toward a quantum critical point at $\Omega_c$. At the end of the measurement period, an axial AC magnetic field signal is mapped onto the total magnetization of the ensemble, which for NV\textsuperscript{−} centers can be detected using conventional readout. From Ref. \cite{120}.](image-url)
To illuminate the promise and challenges associated with entanglement-enhanced techniques, we focus on the specific protocol proposed in Ref. [120]. The technique, which is expected to be applicable to NV$^-$ centers, utilizes strong like-spin interactions to create quantum correlated states sensitive to AC magnetic fields. The proposed scheme, outlined schematically in Figure 6.3.2 generates entanglement within a 2D array of spins by first polarizing the individual spins along a transverse magnetic field (which for NV$^-$ centers may be a MW-frequency field) and then adiabatically decreasing the field toward a quantum critical point. For the measurement to be compatible with global NV$^-$ ensemble readout, the system approaches the quantum critical point, generating entanglement, without crossing over the quantum phase transition to a Greenberger-Horne-Zeilinger (GHZ) state. In the measurement step, periodic transverse-magnetic-field $\pi$-pulses are applied to the ensemble, allowing axial AC magnetic fields to excite the many-body system. The number of excitations detected after the transverse field is increased to its original value provides a measure of the strength of the AC magnetic field.

Importantly, the entangled state’s coherence time, denoted $T_2$, is no longer limited by like-spin interactions, but by external noise. That is, if the coherence time $T_2$ is separated into contributions from NV$^-$-NV$^-$ dipolar interactions and from other noise (including spin-lattice relaxation) as

$$\frac{1}{T_2} = \frac{1}{T_2\{\text{NV}^\text{-NV}^-\}} + \frac{1}{T_2\{\text{other}\}},$$

(6.5)

then the entangled state’s coherence time $T_2$ is only a function of $T_2\{\text{other}\}$. Therefore, when NV$^-$-NV$^-$ interactions dominate, $T_2$ may be comparable to or exceed $T_2$, yielding improved AC magnetic field sensitivity via both the increased coherence time and reduced readout noise.

However, when the noise on each spin in the entangled ensemble is independent, $T_2$ is expected to diminish linearly with the number of entangled spins $N$ (i.e., $T_2 \propto 1/N$), which at best cancels the sensitivity enhancement obtained from the $1/\sqrt{N}$ reduction in spin projection noise compared to the standard quantum limit. Even without
improved AC magnetic sensitivity, the scheme is expected to provide an increased measurement bandwidth by enabling faster field sampling than conventional sensing. When the dominant noise limiting the NV\(^{+}\) ensemble’s spin coherence time is instead set by spatially-correlated noise, such as dipolar interactions with nearby magnetic dipoles of a different species [120], enhanced AC magnetic field sensitivity from reduced spin projection noise may again be possible. Although the protocol may also be compatible with broadband DC magnetometry, the scaling of the correlated ensemble’s effective \(T_{2}^{*}\) with entangled number of spins \(N\) remains unclear. Further investigation is required to determine if this protocol could yield a sensitivity improvement over conventional DC magnetometry.

While the approach proposed in Ref. [120] represents an important milestone towards magnetometry enhanced by NV\(^{-}\)-NV\(^{-}\) dipolar interactions, the protocol is expected to be challenging to execute. First, the mean NV\(^{-}\)-NV\(^{-}\) separation distance \(\langle r_{NV^{-},NV^{-}}\rangle\) must be small compared to the average distance to the nearest paramagnetic defect \(\langle r_{NV^{-},other}\rangle\), but large compared to the thickness \(L\) of any (quasi) two-dimensional NV\(^{-}\) layer, i.e., \(\langle r_{NV^{-},other}\rangle > \langle r_{NV^{-},NV^{-}}\rangle > L\). This hierarchy indicates that for a typical NV\(^{-}\)-rich diamond with \(\langle r_{NV^{-},NV^{-}}\rangle \sim 10\) nm, the NV\(^{-}\) layer thickness \(L\) should be less than a few nanometers. Shallow nitrogen implantation into diamond [49, 13] or nitrogen delta-doping during CVD growth [373, 374] can yield layers that approach the appropriate thickness. Crucially, this 2D requirement restricts the practical NV\(^{-}\) ensemble size, which may limit achievable sensitivity (see Section 1.7.5) when considering wide-field imaging and bulk magnetometry applications. Second, since the preparation and readout steps require a slow adiabatic field ramp, the practical requirement that these steps occur within time \(T_{2}\) limits the degree of achievable entanglement. Consequently, the protocol will mostly likely entangle sub-ensembles much smaller than the total ensemble size. Disorder (i.e., static field inhomogeneity) in the ensemble, e.g., from the random positioning of NV\(^{-}\) centers, also restricts the maximum entangled sub-ensemble size. Both of these mechanisms are expected to increase the measurement’s spin projection noise above the Heisenberg limit, further restricting the parameter regime where sensitivity enhancements are possible.
In spite of the serious challenges and limitations, the proposed technique remains a promising first step toward practical schemes harnessing the full quantum nature of NV\textsuperscript{-} ensembles for sensitivity enhancement. While ensemble-NV\textsuperscript{-} sensing at the standard quantum limit is expected to outperform entanglement-enhanced schemes in the near future, further development of these techniques remains an important endeavor toward enabling long-term sensitivity improvements approaching fundamental limits.

### 6.4 Conclusion

This chapter outlines a series of methods to increase the spin dephasing time $T_{2}^{*}$ and improve spin readout fidelity $\mathcal{F} = 1/\sigma_{R}$. As discussed in Chapter 2, factors limiting $T_{2}^{*}$ include magnetic-field, electric-field, and strain gradients. External bias-magnetic-field gradients may be mitigated through experimental design. Whereas internal strain and electric-field gradients can be more difficult to eliminate outright, the NV\textsuperscript{-} ensemble can be made insensitive to such gradients through operation at sufficiently strong bias magnetic fields (Section 6.1.4) and employment of double-quantum coherence magnetometry (Section 6.1.2). Ensemble-NV\textsuperscript{-} $T_{2}^{*}$ values may also be limited by dipolar interactions with the diamond’s inhomogeneous paramagnetic spin bath. These limitations can be partially mitigated by reducing the unwanted bath-spin concentrations through (i) diamond growth using isotopically-purified $^{12}$C (Section 2.2.3), and (ii) diamond treatment via optimized electron irradiation and annealing procedures (discussed in Chapter 7). In addition, here we identify spin bath driving using strong, resonant RF fields as an effective measure to decouple $N_{S}^{0}$ and other impurity spins from the NV\textsuperscript{-} ensemble (Section 6.1.3). Recent work implementing spin bath driving combined with double-quantum coherence magnetometry in NV\textsuperscript{-} ensembles demonstrates $T_{2}^{*}$ extension by more than $16 \times$ [81]. We expect continued progress on this front; one avenue opened up when $T_{2}^{*}$ is increased to the NV\textsuperscript{-}NV\textsuperscript{-} dipolar interaction limit is the exploration of enhanced sensing techniques harnessing quantum entanglement [120] (Section 6.3.4).

In Section 6.2 we survey existing techniques to improve ensemble-NV\textsuperscript{-} readout
fidelity $\mathcal{F} = 1/\sigma_R$, which, for conventional fluorescence-based readout, is currently limited to $\sim 0.015$ (see Table 1.5.1). We analyze methods that allow readout fidelities for single NV$^-$ centers and small ensembles in nanodiamonds to approach the spin projection limit, including spin-to-charge conversion readout (Section 6.2.1) and ancilla-assisted repetitive readout (Section 6.2.3). However, no demonstrated method has substantially outperformed conventional fluorescence-based readout for large NV$^-$ ensembles (Table 1.5.1). Nonetheless, we anticipate that with careful experimental design and advances in diamond-sample engineering, fidelity-enhancement methods so far limited to single spins or small ensembles may be extended to large NV$^-$ ensembles. Additionally, given that any method employing optical readout benefits from increased collection efficiency, such optimizations (Section 6.2.5) also remain worthwhile for improving magnetometer sensitivity.
Chapter 7

Diamond material engineering for magnetometer sensitivity

Up until this chapter, we have assumed the diamond material to be a magnetometer design constraint. Given that most scientific diamonds are fabricated by a few companies such as Element Six, quantum sensing researchers typically do not control diamond material engineering. However, as the NV-diamond field grows, and desire for high-quality scientific diamonds becomes increasingly widespread, more research centers and groups are developing their own diamond fabrication and treatment capabilities. As a guide for future NV-diamond engineers, here we investigate strategies to optimize the fabrication and treatment of host diamond material for high-sensitivity ensemble-based magnetometry. We recount the development of well-accepted methods for diamond growth and treatment, we identify the most important parameters to be optimized, and we identify areas in diamond engineering and diamond materials science requiring where further study. The majority of this chapter is reproduced with modifications from Ref. [80].

7.1 Conversion efficiency

In an idealized case in which all other parameters are held constant, increasing the NV\textsuperscript{−} density in a fixed detection volume will result in enhanced sensitivity. Since the
NV\(^-\) density is limited by the density of nitrogen introduced into the diamond, the N-to-NV\(^-\) conversion efficiency

\[
E_{\text{conv}} = \frac{[\text{NV}^-]}{[\text{NT}]} \tag{7.1}
\]

must be increased in order to achieve a high density of NV\(^-\) spins while minimizing the concentration of residual paramagnetic substitutional nitrogen. Converting a substitutional nitrogen N\(_S\) into a NV\(^-\) defect requires both introducing a vacancy to a lattice site adjacent to a substitutional nitrogen (to create the NV), and capturing an electron (to change the NV center’s charge state to NV\(^-\)). We denote the efficiency with which nitrogen atoms in the diamond are converted to NVs as

\[
\chi = \frac{[\text{NV}_T]}{[\text{N}_T]}, \tag{7.2}
\]

where \([\text{N}_T] = [\text{N}_S^0] + [\text{N}_S^+] + [\text{NV}^-] + [\text{NV}^0] + [\text{NV}^+] + [\text{N}_{\text{other}}]\) accounts for the concentration of substitutional nitrogen N\(_S\) in the neutral and ionized charge states, NV centers in all three charge states, and other nitrogen-containing defects in the diamond, such as NVH (see Section 7.6). We define the fraction of NV centers residing in the negative charge state as the charge state efficiency \(\zeta\),

\[
\zeta = \frac{[\text{NV}^-]}{[\text{NV}_T]} = \frac{[\text{NV}^-]}{[\text{NV}^-] + [\text{NV}^0] + [\text{NV}^+]}, \tag{7.3}
\]

so that \(E_{\text{conv}} = \chi \cdot \zeta\). Although Refs. [375, 376] show evidence for NV\(^+\), this state has so far required application of external voltages for observation. The rest of this section therefore assumes [NV\(^+\)] is negligible and can be ignored.

As the N-to-NV\(_T\) conversion efficiency \(\chi\) is determined by the physical location of nitrogen and vacancies in the diamond lattice, the value of \(\chi\) is expected to be invariant under ambient conditions. Modification of \(\chi\) requires conditions severe enough to rearrange atoms within the diamond lattice, such as irradiation, implantation, high temperature, or high pressure. With suitable electron irradiation and subsequent annealing, N-to-NV\(_T\) conversion efficiencies approaching 1 can be achieved, although
such high values are not necessarily desirable (see Sections 7.4.1 and 7.5).

In contrast, the charge state efficiency \( \zeta \) depends on local conditions in the diamond and can be affected by external fields and optical illumination. Increasing \( \zeta \) benefits sensitivity in two ways: first, by increasing the NV\(^-\) concentration and thus the number of collected photons \( N \) from the NV\(^-\) ensemble; and second, by decreasing the concentration of NV\(^0\) and the associated background fluorescence, which improves measurement contrast. In the following section we discuss factors contributing to the charge state efficiency and methods to optimize it for sensing.

### 7.2 NV charge state efficiency

The charge state efficiency \( \zeta \) from Equation 7.3, depends on many factors both internal and external to the diamond. For both native NVs [377] and NVs created by irradiation and annealing of nitrogen-rich diamonds [378], the NV\(^-\) and NV\(^0\) charge states can coexist in a single sample. In general, for a given sample and experimental procedure, the steady-state charge state efficiency is difficult to predict. Contributing factors include the concentration of substitutional nitrogen and other defects serving as charge donors or acceptors [379] and their microscopic distributions [380, 381]; the wavelength, intensity, and duty cycle of optical illumination [381, 382, 308, 383]; the application of a bias voltage [384, 385, 386, 387]; and, for near-surface NVs, the diamond surface termination [388, 389, 390, 391, 379, 392, 393, 394, 374, 395, 396]. The charge state efficiency is likely affected by the conditions of diamond growth, as well as the irradiation dose [378] (see Section 7.4.1), the annealing duration and temperature, and possibly the operation temperature [382]. Moreover, the value of the charge state efficiency \( \zeta \) during an NV\(^-\) sensing procedure can be difficult to measure. NVs may be reversibly converted between NV\(^-\) and NV\(^0\) by various optical and non-optical processes [171, 308, 316]. Because \( \zeta \) is strongly affected by the illumination laser intensity and wavelength [308, 316], characterization of \( \zeta \) by methods such as Fourier-transform infrared spectroscopy (FTIR), ultraviolet-visible (UV-Vis) spectroscopy, and electron paramagnetic resonance (EPR) may be misrepresentative.
of NV charge state behavior under the optical illumination employed in most NV-diamond sensing devices.

7.2.1 Non-optical effects on NV charge state efficiency

Here we discuss the charge state efficiency $\zeta$ in nitrogen-rich diamond in the absence of optical illumination. For shallow NVs, the charge state is strongly affected by the surface chemical termination [388, 389, 390, 391, 379]. Based on the work in Ref. [379], surface termination should provide enhanced charge state stability to a depth of at least 60 nm and possibly farther [396, 397]. The charge state efficiency $\zeta$ can also be controlled electrically [384, 385, 386, 387, 398, 376, 399, 400, 401]. Because diamond is an approximately 5.47 eV wide band gap insulator [402], Ref. [380] contends that an NV center’s charge state depends less on the position of the Fermi level and more on the distance to the nearest charge donor. In nitrogen-rich diamonds, these donors are mainly substitutional nitrogen defects $N_S$, and the charge state efficiency $\zeta$ is seen to increase with the concentration $[N_S]$ [380, 382]. Other defects in the diamond lattice can alter $\zeta$ as well; for example, in Ref. [379], the NVs in separate implanted regions containing phosphorus (an electron donor) and boron (an electron acceptor), were seen to have increased, and respectively decreased, NV charge state efficiencies.

Introduction of electron donors other than nitrogen into diamond might appear to be a promising avenue for increasing the NV charge state efficiency. For example, phosphorus [379, 381, 399], with donor level 0.6 eV below the conduction band [403], is a shallower donor than nitrogen, which lies 1.7 eV below the conduction band [404, 402]. However, creating n-doped diamond through introduction of phosphorus has proven difficult [405], likely due to an unidentified acceptor introduced along with the phosphorus [406]. Moreover, irradiation and annealing to create NV centers is expected to also create phosphorus-vacancies (PVs), which are predicted to be deep acceptors [406]. PVs in diamond will compete with NVs for electrons, undermining the benefit of the phosphorus donors to the charge state efficiency. Additionally, PL emission at wavelengths overlapping the NV$^-$ PL spectrum was observed in phosphorus-doped diamond [407], further complicating the use of
phosphorus in NV-diamond sensing.

The irradiation and annealing procedures applied to increase the N-to-NVT conversion efficiency $\chi$ can also affect the charge state efficiency $\zeta$. In Type Ib diamonds grown by high-pressure-high-temperature (HPHT) synthesis (see Section 7.3), with $[N_S] \gtrsim 50$ ppm, $\zeta$ approaching 1 is seen after low- and moderate-dose irradiation and annealing [382, 378]. As discussed in Section 7.4.1, at higher irradiation doses, the NV$^0$ concentration is seen to abruptly increase [378], which can be attributed to the combination of an insufficient concentration of nitrogen defects $N_S$ available to donate electrons to the increasing overall NV population, and an increase in deep acceptor states such as multi-vacancy defects [159, 408].

7.2.2 Optical effects on NV charge state efficiency

Optical illumination of diamond may also change the NV charge state efficiency $\zeta$ through ionization of NV$^-$ to NV$^0$ and also recombination of NV$^0$ back to NV$^-$ [382, 308, 309, 105, 306]. The steady-state value of $\zeta$ is seen to depend on the illumination intensity and wavelength, although most of the reported measurements have been taken on single NV centers [308, 309, 105]. For example, an excitation wavelength band from 510 nm to 540 nm was found to produce the most favorable single-NV charge state efficiency in steady state compared to longer and shorter wavelengths [308]. In particular, when single NVs were illuminated by 532 nm light at intensities typical for pulsed sensing protocols [105, 309] or similar wavelength light at lower intensities [308], a charge state efficiency $\zeta \sim 70$-75% was observed. However, the value of $\zeta$ under these conditions is likely to differ for dense NV ensembles [382, 409]. For example, measurements in Ref. [382] on an NV ensemble in a diamond with $[N_S^T] \sim 70$ ppm and $[NV^T] \sim 1$ ppm show the charge state efficiency dropping to $\sim 50\%$ as the 532 nm power approaches the saturation power of the NV$^-$ optical transition. More study is required to determine the relative contributions to the NV ensemble $\zeta$ of optical charge-state switching, the presence of nearby charge donors/acceptors, and other effects.

Recently, several studies on single NV centers have shown improved optical ini-
tialization to NV− by applying near-infrared radiation (NIR) in combination with the 532 nm green excitation light [105, 383, 410]. This enhanced charge-state initialization has been demonstrated with 780 nm CW radiation [410], 1064 nm CW radiation [383], and 900 nm-1000 nm pulsed radiation, achieving in the third case ζ > 90% [105]. The effect is theoretically explained as follows: after absorption of a green photon to enter the electronically excited state, an NV0 absorbs an NIR photon, which promotes a hole to the valence band and forms NV− [383, 105]. The mechanism, visualized schematically in Figure 7.2.1, is the same as the two-photon ionization and recombination of NV− and NV0 by 532 nm radiation, but with the second absorbed photon being an NIR photon. In Ref. [105] the NV0-to-NV− recombination process is found to occur with up to a ~ 7× higher likelihood than the analogous ionization process converting NV− to NV0, wherein the excited-state NV− absorbs an NIR photon, promoting an electron to the conduction band.

NIR-enhancement of charge state efficiency is expected to be compatible with pulsed initialization and readout. However, when employing 532 nm intensities $I \approx I_{\text{sat}} \approx 2.7 \text{ mW/µm}^2$ [112] typical for pulsed experiments, Ref. [105] finds enhancements in ζ to be lessened compared to operation at lower green intensity. Furthermore, if the charge switching rate under green-plus-NIR illumination approaches or exceeds the optical spin polarization rate, spin readout fidelity could be degraded by the increased photoionization during the readout pulse. Refs. [383] and [410] report charge switching rates near ~ 1 µs⁻¹, approaching the singlet state decay rate of 4 µs⁻¹ [23]. Nonetheless, Hopper et al. achieve enhanced charge state initialization with much lower charge switching rates of ~ 10 ms⁻¹.

Further work is required to determine if this technique can be extended to increase the charge state efficiency ζ in NV ensembles. Ref. [409] observes no enhancement in the NV− PL from NIR-plus-green illumination compared to green-only excitation for NV centers in bulk diamond. Moreover, even if NIR-plus-green illumination can enhance the ensemble value of ζ, the power requirements may limit the technique’s application to large ensembles. Although the required NIR power for confocal setups addressing single NV− centers or small ensembles is modest (~ mW), the NIR intensity
is \( \geq 10 \times \) higher than the typical 532 nm intensities used for NV\(^-\) spin initialization \((I_{\text{NIR}} \approx 23 I_{\text{sat}}^{532 \text{ nm}} \) in Ref. \[105\]). Thus, when applying the technique to macroscopic ensemble volumes, the maximum addressable ensemble size will quickly be limited by the available laser power. For example, a \((50 \, \mu\text{m})^2\) spot would require \( \geq 100 \) W of NIR \[112\]. At present, NIR-enhancement of charge state efficiency appears unlikely to yield substantial improvements to ensemble-NV\(^-\) magnetometer sensitivities.

Figure 7.2.1: Energy level diagrams for NV\(^-\) and NV\(^0\), representing optical ionization and recombination processes through either absorption of two 532 nm photons (green arrows) or a 532 nm photon and an NIR photon (brown arrows)

### 7.3 Diamond synthesis and high pressure high temperature treatment

Fabricated bulk diamonds are commonly synthesized using one of two methods. In high pressure high temperature (HPHT) synthesis, a process mimicking natural diamond formation, a carbon source material is mechanically compressed (pressure \( > 5 \) GPa) and heated (temperatures \( \geq 1250 \) °C) to create conditions where diamond is
the thermodynamically favored carbon allotrope. Dissolving the carbon source (typically graphite) in a metal "solvent-catalyst" can increase the growth rate, decrease the required temperature and pressure, and allow for better composition control. Consequently, solvent-catalysts are nearly always employed. A small seed diamond facilitates the growth; the dissolved carbon precipitates out of the metal catalyst solution and crystallizes onto the seed diamond, growing the size. Nitrogen easily incorporates into the diamond lattice, and is historically the primary impurity element in HPHT diamonds. However, nitrogen content in HPHT-synthesized diamonds can be reduced by varying the atomic composition of the metal solvent catalyst to "getter" the nitrogen, and recent advances in getter technology have allowed direct creation of electronic grade HPHT diamond with $[N_{S}] \leq 5$ ppb [411, 412]. References [413, 414, 415] discuss HPHT synthesis in detail.

Plasma-enhanced chemical vapor deposition (PE-CVD) diamond synthesis [416] is a popular alternative to HPHT synthesis, and can leverage established semiconductor fabrication techniques. In the most widespread variant of this method, employing homo-epitaxial growth, a diamond seed is exposed to a hydrocarbon plasma consisting of approximately 95 - 99% hydrogen, with the balance composed of carbon and possibly other species such as oxygen or argon. Methane is the most popular carbon source. Radicalized carbon atoms bond with the growth surface, forming a mixture of sp$^2$ and sp$^3$ bonded orbitals. Although hydrogen etches both sp$^2$ and sp$^3$ bonded carbon, the etch rate for sp$^2$ bonded carbon is much greater [417] and, if the hydrogen etching and carbon deposition rates are carefully tuned, diamond synthesis can be achieved [416]. Unlike HPHT synthesis, PE-CVD (alternatively simply called CVD) synthesis can easily allow the production of thin or delta doped layers from nanometer to micron scale [373, 418], masked synthesis of diamond structures [419], or layered epitaxial growth required for PIN [385] or NIN structures [399].

In the past 15 years, the majority of NV-diamond literature has employed diamonds grown by PE-CVD. First, much early work focused on single NV$^-$ centers; and most HPHT-synthesized diamonds were not available at that time with the requisite low nitrogen concentration ($\lesssim 100$ ppb), as HPHT impurity control can be challeng-
ing [420, 167]. Second, the layered deposition inherent to CVD allows straightforward growth of epitaxial layers (as would be required for magnetic imaging devices) and the application of semi-conductor techniques to control diamond composition. Third, the PE-CVD method was historically more popular with commercial collaborators (such as Element Six and Apollo Diamond) responsible for producing the majority of scientific diamonds containing NV- centers.

In addition, several challenges accompany direct HPHT synthesis of high-quality NV-diamonds. For one, solvent-catalyst incorporation into the diamond lattice may result in metal inclusions with size visible to the naked eye. Such inclusions could be particularly problematic for magnetic sensing applications, since the common materials employed in the solvent catalyst alloys are the ferromagnetic elements Fe, Co, and Ni [415]. The purity of HPHT-synthesized diamonds may be limited by the solid precursor materials, which may not be available with as high chemical or isotopic purity as the gas-phase precursor elements employed for CVD synthesis. Finally, the HPHT process is not intrinsically amenable to fabrication of NV- rich layers, as are needed for imaging applications. In spite of these challenges, HPHT-fabricated diamonds with good characteristics for ensemble-NV- DC magnetometry - including long $T_2^*$ ($\gtrsim 2 \mu s$), high $E_{conv}$ ($\sim 30\%$), and $[N^T] \sim 1-4$ ppm - have been recently reported in the literature [109, 421, 422] (see Table 7.3.1).

While the exact motivation for HPHT diamond synthesis is not always explicitly stated [165], HPHT synthesis may circumvent undesired characteristics inherent to CVD-synthesized diamonds [157, 424]. A serious disadvantage of CVD synthesis is the incorporation of unwanted impurities and charge traps into the lattice (see Section 7.6). In addition, CVD-grown diamonds may display undesirable strain non-uniformities or contain a high dislocation density. For example, CVD-grown diamonds sometimes exhibit a brown coloration, which is attributed to vacancy cluster incorporation during synthesis [425, 340]. As vacancy clusters, chains, and rings are typically paramagnetic [160, 426, 427, 428], these clusters can increase NV- ensemble dephasing, reducing $T_2^*$. Additionally, since such vacancy chains and clusters are deeper electron acceptors than NV- [171, 161], their presence may decrease measure-
Table 7.3.1: Partial literature survey of diamonds with properties well-suited to ensemble-NV\(^{-}\) magnetometry. Diamonds with long \(T_2^*\), high N-to-NV\(^{-}\) conversion efficiency \(E_{\text{conv}}\), and [NV\(^{-}\)] \(\gtrsim 1\) ppm, are expected to be particularly favorable for high sensitivity magnetometry applications. Dashed lines (-) indicate values not reported or unknown.

<table>
<thead>
<tr>
<th>Reference</th>
<th>(T_2^*)</th>
<th>(T_2)</th>
<th>(E_{\text{conv}})</th>
<th>[NV(^{-})]</th>
<th>[NV(^0)]</th>
<th>[N(^T)]</th>
<th>[(^{13})C]</th>
<th>Synthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>[421]</td>
<td>(\sim 2.6\ \mu s)</td>
<td>84\ \mu s</td>
<td>29%</td>
<td>0.4 ppm</td>
<td>0.4 ppm</td>
<td>1.4 ppm</td>
<td>300 ppm</td>
<td>HPHT</td>
</tr>
<tr>
<td>[109]</td>
<td>-</td>
<td>(\sim 50\ \mu s)</td>
<td>30%</td>
<td>0.9 ppm</td>
<td>-</td>
<td>3 ppm</td>
<td>-</td>
<td>HPHT</td>
</tr>
<tr>
<td>[423]</td>
<td>(\geq 1.4\ \mu s)</td>
<td>-</td>
<td>-</td>
<td>(\sim 0.9) ppm</td>
<td>-</td>
<td>(&gt; 2.9) ppm</td>
<td>300 ppm</td>
<td>HPHT</td>
</tr>
<tr>
<td>[157]</td>
<td>-</td>
<td>-</td>
<td>28%</td>
<td>1.2 ppm</td>
<td>0.7 ppm</td>
<td>4.1 ppm</td>
<td>10700 ppm</td>
<td>CVD+HPHT</td>
</tr>
<tr>
<td>This work</td>
<td>1.55 \mu s</td>
<td>15.7 \mu s</td>
<td>(\sim 30%)</td>
<td>(\sim 3) ppm</td>
<td>-</td>
<td>(\sim 10) ppm</td>
<td>100 ppm</td>
<td>CVD</td>
</tr>
<tr>
<td>[24]</td>
<td>580 ns</td>
<td>5.1 \mu s</td>
<td>6.3%</td>
<td>(\sim 1.7) ppm</td>
<td>-</td>
<td>27 ppm</td>
<td>10 ppm</td>
<td>CVD</td>
</tr>
<tr>
<td>[25]</td>
<td>450 ns</td>
<td>7 \mu s</td>
<td>(\sim 14%)</td>
<td>3.8 ppm</td>
<td>2.0 ppm</td>
<td>(\sim 28) ppm</td>
<td>10700 ppm</td>
<td>CVD</td>
</tr>
</tbody>
</table>

Although more research is needed, it is observed that the high quantity of hydrogen present during CVD growth can result in hydrogen incorporation into the diamond lattice [424, 434], (see Section 7.6). In contrast, diamonds synthesized directly by HPHT are unlikely to have hydrogen defects, as only one hydrogen-related defect has been found to incorporate into HPHT-synthesized diamond [157].

Alternatively, mixed-synthesis approaches can combine the strengths of CVD and HPHT. One popular method is HPHT treatment, where an existing CVD diamond is heated and subjected to high pressure, resulting in atomic-scale reconfigurations of atoms in the lattice while leaving the macro-scale diamond largely unchanged.

Table 7.3.1: Partial literature survey of diamonds with properties well-suited to ensemble-NV\(^{-}\) magnetometry. Diamonds with long \(T_2^*\), high N-to-NV\(^{-}\) conversion efficiency \(E_{\text{conv}}\), and [NV\(^{-}\)] \(\gtrsim 1\) ppm, are expected to be particularly favorable for high sensitivity magnetometry applications. Dashed lines (-) indicate values not reported or unknown.
HPHT treatment effectively removes single vacancies \[435, 414\] and causes vacancy clusters to dissociate \[435, 414\] or aggregate \[436\]. Thus, this method is effective to treat CVD-grown diamonds, which can exhibit vacancies and vacancy clusters \[424, 157, 340\]. The approach of applying HPHT treatment to CVD diamonds was proposed in Ref. \[437\] and realized by the author of Ref. \[157\], wherein a CVD-grown diamond was HPHT treated after synthesis but prior to irradiation and subsequent annealing (see Sections 7.4.1 and 7.5). The diamond produced in Ref. \[157\] exhibits a notably high conversion efficiency \(E_{\text{conv}} \equiv [\text{NV}^-]/[\text{NT}^+] = 30\%\) as shown in Table 7.3.2. A similar process pioneered by Lucent Diamonds employs HPHT treatment of diamonds prior to irradiation and annealing \[438\]. This process results in a final material with an intense red hue and photoluminescence dominated by NV\(^-\) emission \[439, 414\], suggesting that HPHT treatment can be effective to increase the charge state efficiency \(\zeta\), likely by eliminating charge traps.

<table>
<thead>
<tr>
<th>Defect</th>
<th>As-grown</th>
<th>1500 °C anneal</th>
<th>Irradiation</th>
<th>800 °C anneal</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{N}_2^0) (ppb)</td>
<td>1620 (160)</td>
<td>1100 (100)</td>
<td>200 (20)</td>
<td>120 (15)</td>
</tr>
<tr>
<td>(\text{N}_2^+) (ppb)</td>
<td>1500 (150)</td>
<td>2200 (250)</td>
<td>3000 (300)</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>(\text{NV}^0) (ppb)</td>
<td>(\leq 10)</td>
<td>(\leq 10)</td>
<td>(\leq 10)</td>
<td>695 (70)</td>
</tr>
<tr>
<td>(\text{NV}^-) (ppb)</td>
<td>60 (5)</td>
<td>40 (5)</td>
<td>35 (5)</td>
<td>1160 (120)</td>
</tr>
<tr>
<td>(\text{NVH}^0) (ppb)</td>
<td>500 (50)</td>
<td>310 (30)</td>
<td>380 (40)</td>
<td>290 (30)</td>
</tr>
<tr>
<td>(\text{NVH}^-) (ppb)</td>
<td>405 (40)</td>
<td>200 (20)</td>
<td>obscured</td>
<td>20 (5)</td>
</tr>
<tr>
<td>(\text{N}_2\text{VH}^0) (ppb)</td>
<td>&lt; 0.1</td>
<td>22 (3)</td>
<td>obscured</td>
<td>24 (5)</td>
</tr>
<tr>
<td>(\text{V}_{n\text{H}}) (ppb)</td>
<td>3.1 (1)</td>
<td>(\leq 0.1)</td>
<td>25 (3)</td>
<td>41 (4)</td>
</tr>
</tbody>
</table>

Table 7.3.2: Concentrations of quantifiable defects in sample GG1 in the as-grown state and after each treatment stage. From Ref. \[157\].

However, HPHT treatment cannot address all diamond deficiencies, CVD-related or otherwise. For example, should a CVD-synthesized diamond incorporate high concentrations of hydrogen or other elemental impurities into the diamond lattice during growth, HPHT treatment is ineffective to remove these impurities \[424\]. Such treatment is also limited to diamonds with balanced aspect ratios, as thin plates or rods will likely crack under the high applied pressure.
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In addition to HPHT treatment of existing diamonds, other mixed-synthesis approaches have also been pursued. For example, utilizing type IIa HPHT seeds for CVD growth rather than CVD-grown seeds can yield material with lower strain and reduced densities of dislocations and other unwanted defects [420, 412, 167, 168]. Another mixed-synthesis method exploits the fine composition control and high chemical purities available with CVD synthesis to create the carbon precursor for HPHT synthesis [165]. The diamond composition can thus be carefully controlled, and HPHT synthesis can take advantage of high-purity or isotopically enriched gaseous sources (e.g., methane or $^{15}$N$_2$).

Given the prominent role lattice defects and elemental impurities play in determining the charge state efficiency and coherence times for NV$^-$, additional research focused on synthesizing sensing-optimized diamonds is warranted.

7.4 Electron irradiation

7.4.1 Irradiation overview

For unmodified as-grown CVD diamond, realized conversion efficiency values $E_{\text{conv}}$ can be far less than unity, as shown in Table 7.4.1, where the majority of substitutional nitrogen is not converted to NV$^-$ [161, 157]. In fact, for some CVD diamonds (see Table 7.4.2) the concentration of grown-in monovacancies is insufficient to achieve good $E_{\text{conv}}$ for total nitrogen concentration $[N^T] \geq 1$ ppm regardless of location; even if every monovacancy were adjacent to a substitutional nitrogen, the conversion efficiency $E_{\text{conv}}$ would still be low [430, 319]. However, the monovacancy concentration can be augmented after growth by irradiating the diamond with energetic particles. The high-energy irradiating particles knock carbon atoms out of the diamond lattice, creating both interstitial carbon atoms and monovacancies [440, 441]. Although theoretical calculations have not yet completely converged with experimental observations [319, 442], the widely accepted model posits that upon subsequent annealing (discussed in Section 7.5), diffusing vacancies are captured by substitutional nitrogen.
atoms, forming NV centers [7]. Primary considerations in the irradiation process are the particle type, energy, and dose.

<table>
<thead>
<tr>
<th>$E_{\text{conv}}$</th>
<th>$[N^T]$</th>
<th>Growth location</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0007 – 0.005</td>
<td>0.3 – 30 ppm</td>
<td>Element Six</td>
<td>[161]</td>
</tr>
<tr>
<td>0.0006 – 0.03</td>
<td>0.35 – 2.4 ppm</td>
<td>Apollo Diamond Inc.</td>
<td>[161]</td>
</tr>
<tr>
<td>0.02 – 0.03</td>
<td>4 ppm</td>
<td>Warwick University</td>
<td>[157]</td>
</tr>
</tbody>
</table>

Table 7.4.1: Native N-to-NV$^-$ conversion efficiencies $E_{\text{conv}}$ and total nitrogen concentrations $[N^T]$ in unmodified bulk CVD diamond

<table>
<thead>
<tr>
<th>$[V^0 + V]$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 ppb</td>
<td>[443]</td>
</tr>
<tr>
<td>$\leq 20$ ppb</td>
<td>[437]</td>
</tr>
<tr>
<td>$\leq 0.03$ ppb</td>
<td>[430]</td>
</tr>
</tbody>
</table>

Table 7.4.2: Native monovacancy concentrations in unmodified bulk CVD diamond

The irradiation of diamond has been performed using a variety of particles: protons, ionized deuterium atoms, neutrons, and electrons [444]. Gamma ray irradiation from $^{60}$Co has also been used [444, 445]. Many of these particles are suboptimal for NV creation, however, where only single monovacancies $V^0$ are desired, and other created defects are likely deleterious. A particular problem for certain irradiation methods is the production of “knock-on-atoms” [445, 446], where the irradiating particle has sufficient energy not only to displace an initial carbon atom from the lattice, but to impart enough kinetic energy to that carbon that it displaces additional carbon atoms, resulting in localized lattice damage [447]. Although annealing (see Section 7.5) can partially alleviate such damage, the lattice damage can never be completely repaired [448, 437, 449, 450, 451] and may result in unwanted paramagnetic defects or charge traps. For irradiation with protons, neutrons, or ionized deuterium atoms, damage from such knock-on-atoms can be severe. Similar lattice damage occurs from ion implantation of various species such as nitrogen [451, 426, 452], carbon [452, 453], and helium nuclei [454, 453, 455, 456, 173]. Electrons, with their lower
mass, transfer less kinetic energy to the carbon atoms and are therefore better suited to creating isolated monovacancies. Electron irradiation is favored over gamma ray irradiation because the former can be accomplished in hours whereas the latter, when implemented using $^{60}$Co, can take weeks [457]. In summary, electron irradiation is preferred to create NV$^-$ ensembles optimized for sensing applications [458, 459, 437], as this method allows for evenly distributed monovacancies to be created throughout the diamond in a timely manner, with less lattice damage than alternative methods.

Theoretical calculations predict monovacancy creation requires electron energies $\gtrsim 165$ keV [459], which is consistent with experimental data wherein vacancy creation is observed for electron irradiation along the [100] direction at 180 keV but not 170 keV [460]. Crude estimates suggest electron irradiation energies between 0.5 and 0.8 MeV will create mainly single vacancies [156, 461] and avoid producing multi-vacancy complexes. While this estimate is consistent with Ref. [462] where divacancies are detected after irradiation with 3.5 MeV electrons, Ref. [437], however, finds no evidence of vacancy pairs after irradiation with 4.6 MeV electrons, suggesting that several-MeV irradiation energies may be safe. The optimal irradiation energy may also depend on sample geometries; thicker diamonds should require higher energies to ensure vacancies are created uniformly through the entire thickness [437, 445]. For small ensembles close to the diamond surface, an electron microscope can provide the needed irradiation [463, 464, 465, 418]. More study is required to resolve remaining discrepancies between experimental data and detailed simulations of the electron irradiation process [445, 459]. For example, recent measurements of monovacancy density profiles versus depth, as judged by GR1 intensities in 1 MeV electron irradiated diamonds [442], are inconsistent with Monte Carlo simulations in Refs. [445, 459].

The irradiation dose should also be approximately matched to the diamond’s total nitrogen concentration $[N^T]$ as suggested in Section 7.1; if too many vacancies are created, then $>50\%$ of $N_s$ will be converted to NV$^0$, and the number of electrons donated by the remaining $N_s$ will be insufficient to convert every NV$^0$ to NV$^-$. Figure 2 in Ref. [378] illustrates the importance of matching the irradiation dose to $[N^T]$ to achieve maximal $E_{conv}$. When determining irradiation dose, in-situ recombination
between a vacancy and an interstitial carbon should be accounted for [446, 445]. Current estimates suggest approximately 30% [445] to 50% [446] of initially created vacancies are immediately lost to spontaneous recombination. For example, using 1 MeV electrons (generating \( \sim 2 \times 10^{-4} \) vacancies/electron/\( \mu \)m according to Ref. [445], and assuming 40% of vacancies recombine immediately and two nitrogens are required to make a single NV\(^-\) center, we expect a sample with \([N_T]\) \( \sim 1 \) ppm to require a dose of \( 7.3 \times 10^{16} \) cm\(^{-2}\). However, fine-tuning of the irradiation dose is often done empirically, suggesting either the presence of dynamics more complicated than those included in the simple model presented here (i.e., the presence of other vacancy traps, the formulation of divacancies, loss at surfaces, etc.) or errors in the measured electron flux or substrate temperature [445]. For example, while the production rate of neutral monovacancies from irradiation with 2 MeV electrons is found to be temperature-independent from room temperature to \( \sim 300 \) °C, the rate decreases notably for higher temperatures [441].

### 7.4.2 Irradiation studies in the literature

This section is reproduced with modifications from the appendix of Ref. [82]. Here we review prior literature studies reporting monovacancy creation rates by electron irradiation. Figure 7.4.1 displays vacancies measured in the diamond literature via UV-vis absorption spectrophotometry for varying irradiation doses [466, 467, 468, 440, 441, 469, 470, 342, 437], alongside simulated vacancy creation rates from Ref. [445]. In type IIa diamonds with low concentrations of electron donors, irradiation primarily creates neutral monovacancies (V\(^0\), GR1), whereas in diamonds with a moderate to high concentration of electron donors, such as type Ib diamonds, negative monovacancies (V\(^-\), ND1) are created at similar or greater rates than neutral monovacancies [469]. Figure 7.4.1 depicts only the V\(^0\) concentration for the former sample type and the total vacancy concentration (V\(^0\) + V\(^-\)) for the latter type.

The GR1 center displays a zero-phonon absorption doublet at 740.9 nm and 744.4 nm [471], while the ND1 center displays a zero-phonon line at 393.6 nm [472]. For the data depicted in Fig. 7.4.1, vacancy concentration is calculated by integrating
under the absorption features to obtain $A_{GR1}$ and $A_{ND1}$, the absorption strengths in meV cm$^{-1}$, and then solving the equations $A_{GR1} = f_{GR1}[V^0]$ and $A_{ND1} = f_{ND1}[V^-]$, where $f$ represents the transition’s oscillator strength [467, 473]. The authors of Ref. [474] measured the ratio $f_{ND1}/f_{GR1} = 4.0$ using detailed balance arguments applied to an annealing study. Later, the authors of Ref. [467] determined that $f_{ND1} = 4.8(2) \times 10^{-16}$ meV cm$^2$ by correlating ND1 absorption measurements with well-calibrated EPR measurements of $[V^-]$. Although $V^0$ is spinless and thus EPR inactive, $f_{GR1}$ is determined to be $1.2(3) \times 10^{-16}$ meV cm$^2$ by dividing $f_{ND1}$ by $f_{ND1}/f_{GR1} = 4.0$. All vacancy concentrations reported in Fig. 7.4.1 use these calibration constants.

Large variation is apparent between data sets from different publications, and, more specifically, between different irradiation facilities. The diamonds from Refs. [440, 441, 468] were all irradiated at Reading University in the UK and all show significantly higher vacancy creation rates than diamonds irradiated at other facilities. Strikingly, Refs. [440] and [467], published by the same group within the same year using approximately the same electron energy ($\approx 2$ MeV), report vacancy creation rates of 0.50 cm$^{-1}$ and 1.53 cm$^{-1}$ respectively, a difference of $3\times$. This discrepancy leaves open the possibility of a calibration error in the applied dosage at one or more irradiation facilities, or a variable which is not controlled for.

Included in this data set are our own vacancy concentration measurements made on six standard grade ([N] $\lesssim 150$ ppb) diamonds from Element Six irradiated with 1 MeV electrons at Prism Gem (the $\bigtriangledown$ symbols in Figure 7.4.1. Excluding the point at $3 \times 10^{18}$ e$^-$/cm$^2$), these measurements suggest a $V^0$ creation rate of $0.30 \pm 0.05$ cm$^{-1}$ and no production of $V^-$ above the device’s detection limit of $[V^-] \sim 100$ ppb. Details of the cryo-UV-vis apparatus and measurements are described in Appendix E.1.

Although Ref. [441] observed the vacancy creation rate to be independent of temperature up to 600 K, such temperatures could be exceeded depending on the irradiation setup; inadequate heat sinking combined with high beam current could cause diamonds to be heated above the temperature at which vacancies become mobile and recombine with interstitials, thereby reducing the measured post-irradiation vacancy
Figure 7.4.1: Reported values of monovacancy concentrations in ppm generated by electron irradiation at 1 MeV (−), 1.9-2 MeV (−), 3 MeV (−), and 4.5-5 MeV (−) from the diamond literature, measured by 77 K UV-vis spectrophotometry using the oscillator strengths $f_{GR1}$ and $f_{ND1}$ reported in Ref. [467]. Solid lines represent the calculated dependence of vacancy creation on irradiation dose from SRIM calculations [475] in Ref. [445], neglecting vacancy-interstitial recombination for electron irradiation at 1 MeV (−), 2 MeV (−), and 5 MeV (−). Filled markers denote measurements of the total monovacancy concentration $V^0 + V^-$ while open markers denote measurements of only $V^0$. All diamond samples included here contain nitrogen concentrations ≤ 10 ppm. The following markers denote measurements reported in the following references: $\times$ = this work at 1 MeV, $\blacktriangleleft$ = Ref. [466] at 1.9 MeV recalculated using $f_{GR1}$ and $f_{ND1}$ from Ref. [467], $\triangleleft$ and $\triangledown$ = Ref. [467] at 1.9 MeV, $\times$ = Ref. [468] at 2 MeV recalculated using $f_{GR1}$ and $f_{ND1}$ from Ref. [467], $\bigcirc$ = Ref. [440] at 2 MeV, $\blacktriangledown$ = Ref. [441] at 2 MeV, $\blacktriangle$ and $\triangle$ = Ref. [469] at 3 MeV, $\blacklozenge$ and $\blacklozenge$ = Ref. [470] at 3 MeV, $\blacklozenge$ and $\blacklozenge$ = Ref. [437] at 4.5 MeV, and $\bigcirc$ = Ref. [342] at 4.5 MeV.
concentration for a given dose. The diamonds represented in Fig. 7.4.1 are irradiated with beam currents ranging from $\mu\text{A}$ [467, 440, 468] to tens of mA [476, 477]. In Ref. [437], the vacancies created per dose is seen to vary by more than $2\times$ between different diamonds. It is unclear whether this variation arises from differences in the samples [474], or inconsistency in the irradiation conditions (such as electron beam inhomogeneity). It is possible that more than one of these surmised explanations combine to describe the variation depicted in Fig. 7.4.1. Moreover, as pointed out in Ref. [478], there exists disagreement in the literature on the value of $f_{\text{ND1}}/f_{\text{GR1}}$. In particular, absorption measurements employing reversible charge interconversion between GR1 and ND1 find the ratio of oscillator strengths $f_{\text{ND1}}/f_{\text{GR1}}$ to range from 2 to 10 [479, 480, 472]. This variation suggests a possible uncertainty in the y-axis of Fig. 7.4.1 of up to $\sim 5\times$. Such uncertainty complicates the determination of the required irradiation dose to create a fixed vacancy concentration, and thus generate a desired NV concentration after annealing.

We further note that all measured data points lie below the predicted relationship between dose and vacancy concentration from Ref. [445], which uses SRIM (Stopping and Range of Ions in Matter) calculations [475]. These simulations ignore spontaneous recombination, which is crudely estimated to occur $30\% - 50\%$ of the time for diamonds irradiated with $\sim 2$ MeV electrons [445, 446] and may occur at a higher rate for lower-energy electrons, where the vacancy-interstitial distance is reduced [446]. Uncertainty in the value of $f_{\text{ND1}}/f_{\text{GR1}}$ [457, 479] could help account for the discrepancy between the simulations and much of reported data. The variation in vacancy creation rate reported in the literature demonstrates the need for additional detailed studies to reduce uncertainty and resolve the aforementioned discrepancies.

7.5 Low pressure high temperature annealing

For the successful creation of NV$^-$ centers, substitutional nitrogen and monovacancies must be relocated to occupy adjacent sites in the diamond lattice. This process can be accomplished via diffusion at elevated temperature, i.e., annealing. Since mono-
vacancies migrate in the neutral charge state $V^0$ [481] with an activation energy of $E_a = 2.3 \pm 0.3$ eV [474, 430], compared to measured values of $E_a = 4.8 - 6.2$ eV for substitutional nitrogen [482, 319, 414], neutral monovacancies diffuse throughout the lattice during annealing until they reach the more immobile nitrogens. The negatively charged monovacancy’s higher activation energy [481] ensures that monovacancy diffusion occurs predominantly in the neutral charge state [481], although a negative monovacancy can convert to a neutral monovacancy in a reversible charge transfer process [474]. The diffusion constant $D$ of the neutral monovacancy is [483, 484]

$$D = D_0 e^{-E_a/k_B T},$$

(7.4)

where $k_B$ is the Boltzmann constant, $T$ is the temperature, and $D_0$ is a diffusion prefactor. The diffusion constant $D$ has been measured to be $\sim 1.1$ nm$^2$/s [485, 158, 486] at 750 °C, suggesting $D_0$ is in good agreement with theoretical calculations [487] and with an independently measured upper bound [7]. Other sources, however find or employ different values for $D_0$ or $E_a$ [483, 484, 488], suggesting that further measurements are warranted. Once an NV center is formed, the deeper binding energy of the nitrogen-vacancy bond relative to the neutral vacancy ensures that the bound vacancy does not diffuse away [489, 157].

The procedure described here is commonly termed low pressure high temperature (LPHT) annealing to distinguish it from high pressure high temperature (HPHT) annealing (discussed in Section 7.3). Given the role of diffusion in LPHT treatment, the annealing temperature and annealing duration are important control parameters. A temperature of $\sim 800$ °C is usually employed [490], given that monovacancies become mobile around 600 °C [474, 491, 458, 492], and annealing times of several hours are typical, e.g., 2 hours in Ref. [7], 4 hours in Ref. [466], 8 hours in Ref. [437], 12 hours in Ref. [24], and 16 hours in Ref. [342]. Diamonds with lower values of $[N^T]$ are expected to require longer annealing times due to the greater initial distances between vacancies and substitutional nitrogens. A study by Element Six found no observable deleterious changes in diamond properties between samples that were annealed at
~ 800 °C for ~ 8 hours and samples that were annealed at the same temperature for longer periods [437]. This ~ 800 °C annealing step is typically performed under vacuum or in a non-oxidizing, inert gaseous environment to avoid graphitization [414]. Under vacuum, present understanding is that diamond graphitization begins roughly around 1500 °C [493].

Although the 800 °C LPHT treatment is effective to create NVs, unwanted defects may form as well. For example, diffusing monovacancies can combine to form divacancies [159], which are immobile at 800 °C. As deeper electron acceptors than NVs [319, 494], the presence of divacancies reduces $E_{\text{conv}}$. To mitigate divacancy formation, electron irradiation with in-situ (i.e., simultaneous) annealing has been proposed [495]. Under such conditions, single vacancies are continuously created in an environment consisting primarily of substitutional nitrogen (and, as the process progresses, NVs), thereby reducing divacancy formation. Although preliminary work in Ref. [495] finds electron irradiation with in-situ annealing increases $T_2^*$, no increase in $E_{\text{conv}}$ is observed, and further investigation is warranted.

Following NV formation, further LPHT annealing above 800 °C may reduce strain or paramagnetic impurities resulting from lattice damage. For example, divacancies can combine into other defects at ~ 900 °C [159]. Reduction of a given defect species may be effected by consolidation into other larger defect species, which may be paramagnetic [426, 157, 427, 428]. Annealing to temperatures of 1000 °C to 1200 °C is shown to extend the $T_2$ of both single NV$^-$ centers [452, 426] and ensembles [496] created by ion implantation. As this increase is attributed to a reduction in paramagnetic multi-vacancy defects [426, 496], improvement in $T_2^*$ is expected as well, though this expectation has not been systematically confirmed in experiment. Practically, this additional LPHT treatment is limited by the temperature at which NVs anneal out, which is typically around 1400 °C to 1500 °C [471, 157, 497] and can vary depending on the presence of other defect species within the diamond [471]. While a systematic study of annealing temperatures and durations is warranted for engineering optimal samples for ensemble-NV$^-$ sensing, a standard recipe for samples is at least several hours at ~800 °C followed by several more hours at ~1200 °C [342, 392, 498].
<table>
<thead>
<tr>
<th>Diamond defect</th>
<th>Ground state spin</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_S^0$</td>
<td>$S = \frac{1}{2}$</td>
</tr>
<tr>
<td>$N_S^+$</td>
<td>$S = 0$</td>
</tr>
<tr>
<td>$NV^+$</td>
<td>$S = 0$</td>
</tr>
<tr>
<td>$NV^0$</td>
<td>$S = \frac{1}{2}$</td>
</tr>
<tr>
<td>$NV^-$</td>
<td>$S = 1$</td>
</tr>
<tr>
<td>$NVH^-$</td>
<td>$S = \frac{1}{2}$</td>
</tr>
<tr>
<td>$NVH^0$</td>
<td>$S = 0$</td>
</tr>
<tr>
<td>$N_2V^-$</td>
<td>$S = \frac{1}{2}$</td>
</tr>
<tr>
<td>$N_3V^0$</td>
<td>$S = \frac{1}{2}$</td>
</tr>
<tr>
<td>$N_2VH^0$</td>
<td>$S = \frac{1}{2}$</td>
</tr>
<tr>
<td>$VH^0$</td>
<td>$S = \frac{1}{2}$</td>
</tr>
<tr>
<td>$VH^-$</td>
<td>$S = 1$</td>
</tr>
<tr>
<td>$V_nH^-$</td>
<td>$S = 1$</td>
</tr>
<tr>
<td>$V^+$</td>
<td>$S = \frac{1}{2}$ [158]</td>
</tr>
<tr>
<td>$V^0$</td>
<td>$S = 0$ [158]</td>
</tr>
<tr>
<td>$V^-$</td>
<td>$S = \frac{3}{2}$ [158]</td>
</tr>
<tr>
<td>$VV^-$</td>
<td>$S = \frac{3}{2}$ [500]</td>
</tr>
<tr>
<td>$VV^0$</td>
<td>$S = 1$ [159]</td>
</tr>
</tbody>
</table>

Table 7.6.1: Common defects in diamond and their ground state electronic spin

7.6 Other common impurities in synthetic or treated single crystal diamond

Unwanted species in the diamond lattice can degrade magnetometer performance by decreasing the NV charge state efficiency $\zeta = [NV^-]/[NV^T]$, creating local magnetic noise, or reducing the fraction of substitutional nitrogen $N_S$ converted to $NV^-$. This section restricts detailed discussion to multivacancy clusters and NVH [340], species present in diamond at sufficient concentrations to likely affect NV spin and charge dynamics. Extended discussion of other defects can be found in Refs. [499, 319]; see also Table 7.6.1 for relevant defects commonly found in diamond.

Multivacancy clusters are common in some diamonds grown by chemical vapor
deposition (CVD) [501, 425], and are believed to cause the brown coloration in CVD-grown diamond [425, 502]. During CVD synthesis, the diamond surface can become rough and stepped. When these steps are rapidly covered with additional deposited material, small voids, i.e., clusters of vacancies, can be left in the diamond [425, 340]. Multivacancy cluster incorporation has been observed to increase at high growth rates [425], and may be correlated with nitrogen content [501]. Using positron annihilation, the authors of Ref. [503] found the density of multivacancy clusters was found to be roughly $10^{17} - 10^{18}$ cm$^{-3}$ for their growth conditions. Such vacancy clusters can trap electrons [459, 504, 161, 319], reducing the ratio of NV$^-$ to NV$^0$ and also generating magnetic noise resulting from their trapped unpolarized electron spins. The neutral divacancy V$_2^0$ [505, 159, 319, 506] and neutral multivacancy chains (V$_n^0$, $n \geq 3$) are paramagnetic [160, 427, 428], and increase environmental magnetic noise. Irradiation or implantation followed by annealing can also produce such defects [452, 426]. Low pressure high temperature annealing is effective to remove certain multivacancy clusters. However, as the removal of multivacancy clusters is effected by aggregating these species together or combining them with other defects, the reduction of smaller multivacancy defects may be accompanied by an increase in larger multivacancy clusters or other defects. High pressure high temperature (HPHT) treatment effectively removes single vacancies [414] and causes some vacancy clusters to dissociate [414], which may aggregate to form different multivacancy clusters [436]. See Section 7.3.

Another common impurity in diamond is hydrogen, which gives rise to many defects [414, 471, 434]. For typical CVD diamond growth, the plasma is composed predominantly of hydrogen ($\gtrsim 95\%$) [507], which can incorporate into single crystal diamond at concentrations as high as 1000 ppm [508]. The hydrogen incorporation rate into the lattice is partially dependent upon the diamond growth recipe [509], and further investigation into the hydrogen quantity incorporated and methods to mitigate hydrogen incorporation is warranted. Hydrogen-related defects may influence the NV charge state [510, 390]. Additionally, at high enough concentrations the nuclear spin of hydrogen may result in non-negligible dephasing or decoherence. At present we are unaware of any published method to effectively remove hydrogen from the bulk
diamond lattice [424, 157].

The presence of hydrogen in the diamond lattice can enable formation of the NVH defect [511], wherein the hydrogen occupies the vacancy of an NV. In as-grown nitrogen-enriched CVD diamond, the ratio of ([N$_{\text{S}}^3$]+[N$_{\text{S}}^0$]):[NV$^-$]:[NV$^-$] was found to be approximately 300:30:1 in Ref. [161] and 52:7:1 in Ref. [157]. The NVH species is undesirable because: (i) it lowers the conversion efficiency of incorporated nitrogen to NV centers; (ii) it reduces the concentration of substitutional nitrogen N$_{\text{S}}$ available to donate electrons to turn NV$^0$ defects into NV$^-$; (iii) NVH competes with NV as an electron acceptor; (iv) NVH$^-$ is paramagnetic, causing magnetic noise; and (v) the hydrogen in NVH may rapidly tunnel among the three adjacent carbon atoms at GHz frequencies, resulting in high-frequency magnetic or electric noise [512].

No known treatment can transform existing NVH defects into NV defects. The NVH complex is stable against annealing up to approximately 1600 °C but anneals out completely by 1800 °C [340, 157]. However, removal of NVH via annealing is not associated with increased NV concentration; rather, further isochronal annealing to 2000 °C and 2200 °C is accompanied by increases in N$_2$VH$^0$ and N$_3$VH$^0$ species [157], suggesting the NVH concentration is reduced via aggregation of NVH with one or more nitrogen atoms. NVH$^0$ exhibits absorption at 3123 cm$^{-1}$ [513] but is otherwise not known to be optically active.

Diamonds subject to temperatures at which substitutional nitrogen or interstitial nitrogen become mobile may exhibit defects consisting of aggregated nitrogen, such as N$_2$ [514, 515, 516], N$_2$V [517], N$_2$VH [157], N$_3$V [518], N$_3$VH [519, 157], N$_4$V [520], or other aggregated nitrogen defects [521]. The presence of aggregated nitrogen defects reduces the quantity of nitrogen available to form NV centers or donate electrons to NV$^0$ to form NV$^-$, and can cause additional paramagnetic noise. Other defects such as VH [522, 523], V$_2$H [524, 525], and OV [513, 157] have been identified in synthetic diamond and may act as charge acceptors or create additional paramagnetic noise. However most defects discussed in this paragraph are observed at concentrations low enough to be neglected for diamonds fabricated for NV$^-$ magnetometry, as shown in Table 7.3.2, reproduced from Ref. [157]. Additional defect species are inferred to
exist from charge conservation arguments but have not been directly observed [171]. More research is needed to better understand defects in synthetic diamond grown for magnetometry applications.

### 7.7 Preferential orientation

In naturally occurring and many fabricated diamonds, NV\(^-\) centers are distributed evenly among all four crystallographic orientations. However, under certain circumstances, CVD-grown diamond can exhibit preferential orientation of NV\(^-\) centers along certain crystallographic axes [161, 96]. Several research groups have achieved almost perfect alignment of all NV\(^-\) centers along the a single [111] axis. Michl \textit{et al.} demonstrated 94% alignment [526], Lesik \textit{et al.} demonstrated 97% alignment [527], and Fukui \textit{et al.} demonstrated 99% alignment [528]. The mechanism for preferential orientation is explained in Ref. [494].

An ensemble-NV\(^-\) magnetometer utilizing a single NV\(^-\) orientation in a diamond with no preferential orientation suffers from reduced measurement contrast due to unwanted PL from NV\(^-\) centers of other orientations. A diamond with 100% preferential orientation may allow a 4\(\times\) increase in contrast. In practice, though, the enhancement is typically somewhat less than 4\(\times\), since polarized excitation light can already be used to selectively address particular NV\(^-\) orientations [527], and high bias fields can suppress fluorescence from off-axis NV\(^-\) centers [529, 111].

Diamonds grown with preferential orientation have at least two main drawbacks. First, NV\(^-\) concentrations for preferentially grown diamonds in the literature are currently relatively low [526, 527, 528], typically around 10\(^{12}\) cm\(^{-3}\) although concentrations up to 10\(^{15}\) cm\(^{-3}\) have been achieved [530]. Second, it appears that the N-to-NV\(^-\) conversion efficiency cannot be increased through irradiation and subsequent annealing without destroying the preferential alignment, although conflicting evidence on this topic has been reported [528]. Since electron irradiation followed by annealing can increase the N-to-NV conversion efficiency by \(\sim 10\times\) to 100\(\times\), preferential orientation is not currently believed to be a viable method to achieve better ensemble magnetom-
etry sensitivity. However, it is possible that future technical advances or treatment could alter this understanding. Additionally, preferential orientation precludes the implementation of vector magnetometry [25].

7.8 Conclusion

As optimal sensing techniques require co-development with diamond samples tailored to these techniques, this chapter reviews diamond fabrication and relevant material properties. In particular, we focus on methods to engineer lab-grown diamond samples optimized for ensemble-NV⁻ magnetometry. We analyze growth via chemical vapor deposition, high-pressure-high-temperature synthesis, and mixed-synthesis methods (Section 7.3). We examine how diamond synthesis and treatment can be used to engineer high N-to-NV⁻ conversion efficiencies $E_{\text{conv}}$, and we investigate methods to improve and stabilize the charge state efficiency $\zeta = [\text{NV}^-]/[\text{NV}^T]$ (Section 7.2). We also investigate undesired defects commonly found in NV-rich diamond samples (Section 7.6). These defects, including multi-vacancy clusters and hydrogen-related impurities, may both trap charges in the diamond and contribute to the dipolar spin bath, reducing both $E_{\text{conv}}$ and $T_2^*$. Although present understanding of diamond synthesis, treatment, and characterization is extensive and spans multiple decades, further work is needed to reproducibly create NV⁻-rich diamond samples with low strain, low concentrations of unwanted impurities, and high NV⁻ concentrations. In particular, advancing diamond materials science to enable longer native $T_2^*$ values is a worthwhile pursuit; e.g., although the NV⁻ center’s sensitivity to strain can be reduced (Sections 6.1.2 and 6.1.4), employing low-strain host diamonds is preferable regardless. Importantly, a robust and optimized protocol for diamond irradiation and annealing that takes nitrogen concentration into account should be established (Sections 7.4 and 7.5). Furthermore, widespread access to high-quality scientific diamonds is imperative and would greatly accelerate advances in NV-diamond-related research. Presently, diamonds with natural carbon isotopic abundance, suboptimal nitrogen concentrations, and undesired
strain and surface characteristics are widely employed by the community solely because most research groups lack access to optimized diamond samples.
Chapter 8

Conclusion

The common thread running through all chapters of this dissertation is the endeavor to design and implement optimized magnetic sensors and imagers using ensembles of NV⁻ centers. We present three experiments, each geared toward optimizing a different variant of the DC magnetic field sensitivity - the vector projection sensitivity, the full vector sensitivity, and the volume-normalized sensitivity. The first two experiments (Chapters 3 and 4) employ CW-ODMR magnetometry, as it is technically simpler than pulsed Ramsey magnetometry and can yield high sensitivity for fixed optical and microwave (MW) power in combination with high [NV⁻] and large interrogation volume. The third experiment (Chapter 5) employs double-quantum Ramsey magnetometry to allow imaging with uniform, high volume-normalized sensitivity.

In Chapter 3 we present a first optical magnetic detection of action potentials (APs) from single firing neurons. We demonstrate a record magnetic field sensitivity among ensemble NV⁻ broadband magnetometers of 15 pt/√Hz from 80 Hz to ~ 3 kHz. With this device, we measure time-resolved magnetic fields produced by single-neuron APs from marine worm and squid. Chapter 4 optimizes the sensitivity to all three Cartesian components of a dynamic vector magnetic field using multi-frequency MW modulation and lock-in detection. The simultaneous vector magnetometer achieves ~ 50 pT/√Hz sensitivity for each Cartesian magnetic field component simultaneously, a record among full vector magnetometers employing solid-state spins. In Chapter 5 we implement a double-quantum Ramsey magnetic imager based on NV⁻ ensembles.
We demonstrate a novel phase alternation protocol that mitigates the effects of pulse errors associated with strain gradients over the imaging region. We reconstruct time-resolved magnetic signals from a fabricated neuron-like phantom from DC to $\sim$ kHz over a $\sim$ 300-µm field of view. We discuss ongoing efforts toward improving the volume-normalized magnetic-field sensitivity to allow for biocurrent mapping in living electrically active cells.

The remaining chapters of this dissertation focus on the observation that the best demonstrated DC and broadband magnetometers based on NV$^-$ ensembles exhibit sensitivities orders of magnitude away from theoretical limits. These chapters explore strategies to approach these limits, both through identifying key parameters and evaluating proposed methods to improve these parameters. In Chapter 1 we argue that pulsed Ramsey-type magnetometry protocols are preferable to CW- and pulsed ODMR for pushing sensitivity toward fundamental limits. While CW-ODMR sensitivity is mainly improved through increasing the interrogation volume, which does not improve volume-normalized sensitivity, Ramsey magnetometry can take advantage of additional methods to improve both volume-normalized sensitivity and overall sensitivity. Ramsey sensitivity can benefit from $T_2^*$ extension directly and from readout-fidelity-enhancement techniques that require long $T_2^*$ for sensitivity improvement. Therefore, Chapters 2, 6, and 7 focus on understanding and improving the spin dephasing time $T_2^*$, the spin readout fidelity $F = 1/\sigma_R$, and the host diamond material properties to inform efforts to improve ensemble-NV$^-$ Ramsey magnetometers.

Table 8 summarizes our analysis of present and proposed techniques to optimize ensemble-NV$^-$ magnetic field sensitivity. Table 8.0.2 summarizes our review of engineering methods for producing optimized diamond samples for high-sensitivity ensemble-NV$^-$ magnetometry. We determine that spin-to-charge conversion readout (Section 6.2.1) and ancilla-assisted repetitive readout (Section 6.2.3) presently offer the most promise for enabling $\sigma_R$ to approach the spin-projection limit, yet both techniques introduce long experimental overhead times and thus require $T_2^* \gtrsim 10 \mu$s to yield sensitivity enhancements. Therefore, a combination of strategies to extend
$T_2^*$ should first be implemented. As many disparate factors limit $T_2^*$, we recommend a joint approach, combining double-quantum coherence magnetometry (Section 6.1.2), spin bath driving (Section 6.1.3), isotopic engineering (Section 2.2.3), bias magnetic field engineering (Section 6.1.4, reduction of external magnetic field noise and gradients, and optimized diamond growth and treatment to increase the conversion efficiency to NV$^-$ and reduce the concentration of unwanted paramagnetic defects (Chapter 7).
## Sensitivity optimization

<table>
<thead>
<tr>
<th>Parameter optimized</th>
<th>Method</th>
<th>Method description and evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double-quantum coherence magnetometry (Section 6.1.2)</td>
<td>Doubles effective gyromagnetic ratio. Removes dephasing from mechanisms inducing shifts common mode to the $</td>
<td>m_s = \pm 1\rangle$ states, such as longitudinal strain and temperature. Minor additional MW hardware usually required. Generally recommended.</td>
</tr>
<tr>
<td>Bias magnetic field (Section 6.1.4)</td>
<td>Operation in a bias magnetic field of several gauss or higher suppresses dephasing from transverse electric fields and strain. Generally recommended.</td>
<td></td>
</tr>
<tr>
<td>Spin bath driving (Section 6.1.3)</td>
<td>Mitigates or eliminates dephasing from paramagnetic impurities in diamond. Each impurity’s spin resonance must be addressed, often with an individual RF frequency. Additional RF hardware is required. Recommended for many applications.</td>
<td></td>
</tr>
<tr>
<td>Dephasing time $T_2^*$ Dynamical decoupling (Section 6.1.1)</td>
<td>Refocuses spin dephasing using one or more MW $\pi$-pulses, extending the relevant relaxation time from $T_2^*$ to $T_2$, with fundamental limit set by $2T_1$. Recommended for narrowband AC sensing; generally precludes DC or broadband magnetic sensing.</td>
<td></td>
</tr>
<tr>
<td>Rotary echo magnetometry (Section 6.3.1)</td>
<td>MW pulse scheme extends measurement time but offers reduced sensitivity relative to Ramsey. Not recommended outside niche applications.</td>
<td></td>
</tr>
<tr>
<td>Geometric phase magnetometry (Section 6.3.2)</td>
<td>MW spin manipulation method offers increased dynamic range but reduced sensitivity relative to Ramsey. Not recommended outside niche applications.</td>
<td></td>
</tr>
<tr>
<td>Ancilla-assisted upconversion magnetometry (Section 6.3.3)</td>
<td>Method employs NV$^-$ hyperfine interaction to convert DC magnetic fields to AC fields to be sensed using dynamical decoupling. Operates near ground-state level anticrossing ($10^3$ gauss) and offers similar or reduced sensitivity relative to Ramsey. Not generally recommended.</td>
<td></td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>Parameter optimized</th>
<th>Method</th>
<th>Method description and evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spin-to-charge conversion readout (Section 6.2.1)</td>
<td>Maps spin state to charge state of NV, increasing number of photons collected per measurement. Allows $\sigma_R \approx 3$, and initial results show improvement over conventional readout for ensembles. Substantially increased readout time likely precludes application when $T_2^* \lesssim 3 \mu$s. Requires increased laser complexity. Technique is envisioned as promising; hence, further investigation is warranted.</td>
<td></td>
</tr>
<tr>
<td>Ancilla-assisted repetitive readout (Section 6.2.3)</td>
<td>Maps NV$^-$ electronic spin state to nuclear spin state, enabling repetitive readout and increased photon collection. Allows $\sigma_R$ to approach 1 for single NVs; no fundamental barriers to ensemble application. Substantially increased readout time likely precludes application when $T_2^* \lesssim 3 \mu$s. Requires high magnetic field strength and homogeneity. Technique is envisioned as promising, although further investigation is warranted.</td>
<td></td>
</tr>
<tr>
<td>Readout fidelity $\mathcal{F} = 1/\sigma_R$ (Section 6.2.5)</td>
<td>Improves $\sigma_R$ by reducing fractional shot noise contribution, subject to unity collection and projection noise limits. Near-100% collection efficiency is possible in principle, making this mainly an engineering endeavor. While many schemes are incompatible with wide-field imagers, the method is generally recommended for optical-based readout of single-channel bulk sensors.</td>
<td></td>
</tr>
<tr>
<td>NIR absorption readout (Section 6.2.6)</td>
<td>Probabilistic readout of initial spin population using optical absorption on the $^1E \leftrightarrow ^1A_1$ singlet transition. Demonstrated $\sigma_R$ values are on par with conventional ensemble readout, and prospects for further improvement are unknown. Technique is best paired with dense ensembles and an optical cavity but is hindered by non-NV$^-$ absorption and non-radiative NV$^-$ singlet decay. Further investigation is warranted.</td>
<td></td>
</tr>
<tr>
<td>Photoelectric readout (Section 6.2.2)</td>
<td>Spin-dependent photoionization current is detected. Best for small 2D ensembles; has not yet demonstrated sensitivity improvement with respect to optimized conventional readout.</td>
<td></td>
</tr>
</tbody>
</table>
Sensitivity optimization – Continued from previous page

<table>
<thead>
<tr>
<th>Parameter optimized</th>
<th>Method</th>
<th>Method description and evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readout fidelity $\mathcal{F} = 1/\sigma_R$</td>
<td>Laser threshold magnetometry (Section 6.2.8)</td>
<td>Probes magnetic field by measuring lasing threshold, which depends on NV$^-$ singlet state population. Moderately improved collection efficiency and contrast are predicted compared to conventional readout. Challenges include non-NV$^-$ absorption and system instability near lasing threshold. Prospects are not envisioned as promising.</td>
</tr>
<tr>
<td></td>
<td>Entanglement-assisted magnetometry (Section 6.3.4)</td>
<td>Proposed techniques harness strong NV$^-$ dipolar interactions to improve readout fidelity beyond the standard quantum limit. Existing proposals require 2D ensembles, impose long overhead times, and exhibit unfavorable coherence time scaling with number of entangled spins. While existing protocols are not envisioned as promising, further investigation toward developing improved protocols is warranted.</td>
</tr>
</tbody>
</table>

Table 8.0.1: Summary analysis of approaches to optimize ensemble-NV-diamond magnetic sensitivity

Nonetheless, there remain many areas where future study is warranted to allow for ensemble NV$^-$ magnetic field sensitivity improvements. First, many aspects of NV physics, and charge dynamics for ensembles in particular, remain poorly understood. We anticipate that additional knowledge could be harnessed to improve sensor perfor-
## Diamond material optimization

<table>
<thead>
<tr>
<th>Parameter optimized</th>
<th>Method</th>
<th>Method description and evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-to-NV conversion efficiency $\chi$ (Section 7.1)</td>
<td>CVD synthesis (Section 7.3)</td>
<td>Common synthesis method that can produce high-quality NV- rich bulk and layer diamonds. Relatively easy to control dimensions and electronic/nuclear spin concentrations. May introduce strain and unwanted impurities, which can limit achievable $\zeta$, $\chi$, and $T_2^\ast$.</td>
</tr>
<tr>
<td>NV-to-NV charge state efficiency $\zeta$ (Section 7.1)</td>
<td>HPHT synthesis (Section 7.3)</td>
<td>Common synthesis method that can produce high-quality NV- rich bulk diamonds with lower strain and fewer lattice defects than CVD. Not intrinsically amenable to NV- rich layer diamonds. Control over doping and impurity concentration may be more difficult than CVD. May incorporate ferromagnetic metals into diamond.</td>
</tr>
<tr>
<td>Unwanted spin impurities (Section 7.6)</td>
<td>Irradiation (Section 7.4.1)</td>
<td>Diamond treatment method that, combined with subsequent annealing, converts substitutional nitrogen to NV centers. Electrons are preferred source. Dose should be optimized for diamond’s nitrogen concentration for high $\zeta$ without degraded $\chi$. Recommended with annealing for producing NV- rich diamonds.</td>
</tr>
<tr>
<td>Strain (Section 2.2)</td>
<td>LPHT annealing (Section 7.5)</td>
<td>Low-pressure annealing that, combined with prior irradiation, converts substitutional nitrogen to NV centers. Heals some diamond lattice damage. Creates NV centers effectively at $\sim 800 , ^\circ C$; further treatment at $\sim 1200 , ^\circ C$ removes certain unwanted impurities. Recommended with irradiation for producing NV- rich diamonds.</td>
</tr>
<tr>
<td>Nuclear spins (Section 2.2.3)</td>
<td>HPHT treatment (Section 7.3)</td>
<td>High-pressure annealing may reduce strain and eliminate some unwanted impurities. May enable increases in $\zeta$ and $\chi$. Recommended for diamonds with balanced aspect ratios.</td>
</tr>
<tr>
<td>Isotopic enrichment (Section 2.2.3)</td>
<td></td>
<td>Diamond synthesis with isotopically enriched source (gas for CVD, typically solid for HPHT) allows reduction of nuclear spin concentration (e.g., $^{13}C$) and selection of nitrogen isotope incorporated into NV$^-$ ($^{14}N$ or $^{15}N$). CVD diamonds with $[^{13}C] \approx 20 , ppm$ have been synthesized. Recommended for extending $T_2^\ast$.</td>
</tr>
<tr>
<td>Surface treatment (Section 7.1)</td>
<td></td>
<td>Surface termination can stabilize the desired NV charge state near the surface and extend relaxation times. Generally recommended.</td>
</tr>
<tr>
<td>Preferential orientation (Section 7.7)</td>
<td></td>
<td>CVD diamond synthesis with NV centers preferentially oriented along a single axis. Only maintained in unirradiated diamonds at present, largely hindering its capability to produce NV- rich diamonds. Not generally recommended.</td>
</tr>
</tbody>
</table>

Table 8.0.2: Summary analysis of diamond engineering parameters and methods for high-sensitivity ensemble-NV$^-$ magnetometry. Colored lines indicate methods that may be employed to optimize each parameter.
mance, similar to how the study of NV$^-$ and NV$^0$ ionization characteristics under low optical intensity by Aslam et al. [308] prompted the development of spin-to-charge conversion readout (Section 6.2.1. Further examination of charge dynamics under magnetometer operating conditions (e.g., high optical intensity) is expected to yield fruitful insights. For NV-rich diamonds, systematic studies of (i) NV$^-$ ionization (both from the singlet and triplet excited states), and (ii) recombination from the NV$^0$ excited state versus optical wavelength and intensity, would be particularly useful. Such studies would address present knowledge gaps and could inform diamond-engineering protocols to better stabilize the NV$^-$ charge state in ensemble-based devices. These investigations could also lay the groundwork for new sensitivity-enhancement techniques tailored to ensembles. In addition, continued basic research into the NV$^-$ center is warranted. For example, while four electronic states of NV$^-$ have been observed, two additional predicted states have not yet been experimentally confirmed [531].

We also expect unanticipated creative ideas to emerge that further enhance readout fidelity, dephasing time $T_2^*$, and overall magnetic field sensitivity. Ensemble-NV$^-$ magnetometers are already relevant in wide-varying sensing applications, thanks to key advances made over the past decade, which we have summarized here. Moreover, NV-diamond quantum sensing is a quickly developing platform, well positioned to continue improving, with significant advancements possible before fundamental limits are reached. We hope that this dissertation may serve as both a foundation and a road map for those seeking to implement quantum sensors based on NV$^-$ ensembles in diamond. By combining the knowledge presented here with likely future advances, we expect further expansion of this system’s diverse set of applications.
Appendix A

Frequently used symbols and abbreviations
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>Action potential</td>
</tr>
<tr>
<td>CPMG</td>
<td>Carr-Purcell-Meiboom-Gill (pulse sequences)</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous wave</td>
</tr>
<tr>
<td>CVD</td>
<td>Chemical vapor deposition</td>
</tr>
<tr>
<td>DEER</td>
<td>Double electron-electron resonance</td>
</tr>
<tr>
<td>DQ</td>
<td>Double quantum</td>
</tr>
<tr>
<td>EPR</td>
<td>Electron paramagnetic resonance</td>
</tr>
<tr>
<td>ESLAC</td>
<td>Excited-state level anti-crossing</td>
</tr>
<tr>
<td>ESR</td>
<td>Electron spin resonance</td>
</tr>
<tr>
<td>FID</td>
<td>Free induction decay</td>
</tr>
<tr>
<td>FM</td>
<td>Frequency modulation</td>
</tr>
<tr>
<td>I</td>
<td>In-phase</td>
</tr>
<tr>
<td>GSLAC</td>
<td>Ground state level anti-crossing</td>
</tr>
<tr>
<td>HPHT</td>
<td>High pressure high temperature</td>
</tr>
<tr>
<td>LAC</td>
<td>Level anti-crossing</td>
</tr>
<tr>
<td>LIA</td>
<td>Lock-in amplifier</td>
</tr>
<tr>
<td>LPHT</td>
<td>Low pressure high temperature</td>
</tr>
<tr>
<td>MEG</td>
<td>Magnetoencephalography</td>
</tr>
<tr>
<td>MW</td>
<td>Microwave</td>
</tr>
<tr>
<td>NIR</td>
<td>Near-infrared</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear magnetic resonance</td>
</tr>
<tr>
<td>NQR</td>
<td>Nuclear quadrupole resonance</td>
</tr>
<tr>
<td>ODMR</td>
<td>Optically detected magnetic resonance</td>
</tr>
<tr>
<td>PDMR</td>
<td>Photoelectrically detected magnetic resonance</td>
</tr>
<tr>
<td>PE</td>
<td>Photoelectric (readout)</td>
</tr>
<tr>
<td>PL</td>
<td>Photoluminescence</td>
</tr>
<tr>
<td>Q</td>
<td>Quadrature</td>
</tr>
<tr>
<td>QND</td>
<td>Quantum non-demolition</td>
</tr>
<tr>
<td>RF</td>
<td>Radiofrequency</td>
</tr>
<tr>
<td>SCC</td>
<td>Spin-to-charge conversion</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise ratio</td>
</tr>
<tr>
<td>s.d.</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>SQ</td>
<td>Single quantum (standard basis)</td>
</tr>
<tr>
<td>SQUID</td>
<td>Superconducting quantum interference device</td>
</tr>
</tbody>
</table>

Table A.0.1: Frequently used acronyms
<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal (spin-lattice) relaxation time</td>
<td>$T_1$</td>
<td>s</td>
</tr>
<tr>
<td>Coherence time (transverse relaxation time)</td>
<td>$T_2$</td>
<td>s</td>
</tr>
<tr>
<td>Dephasing time (free induction decay time)</td>
<td>$T_2^*$</td>
<td>s</td>
</tr>
<tr>
<td>Single-NV&lt;sup&gt;-&lt;/sup&gt; dephasing time</td>
<td>$T_2^{\text{(single)}}$</td>
<td>s</td>
</tr>
<tr>
<td>Magnetic field sensitivity</td>
<td>$\eta$</td>
<td>T$/\sqrt{\text{Hz}}$</td>
</tr>
<tr>
<td>Volume-normalized magnetic field sensitivity</td>
<td>$\eta^V \equiv \eta\sqrt{V}$</td>
<td>T$/\sqrt{\text{Hz}}$</td>
</tr>
<tr>
<td>Interrogation time (free-precession time for Ramsey)</td>
<td>$\tau$</td>
<td>s</td>
</tr>
<tr>
<td>Initialization, readout, and total overhead time</td>
<td>$t_I, t_R, t_O$</td>
<td>s</td>
</tr>
<tr>
<td>Stretched exponential parameter</td>
<td>$p$</td>
<td>-</td>
</tr>
<tr>
<td>Static (bias) &amp; microwave magnetic field</td>
<td>$B_0 &amp; B_1$</td>
<td>T</td>
</tr>
<tr>
<td>Electronic spin gyromagnetic ratio</td>
<td>$\gamma_e \equiv g_e\mu_B/\hbar$</td>
<td>s&lt;sup&gt;-1&lt;/sup&gt;/T</td>
</tr>
<tr>
<td>Readout fidelity</td>
<td>$\mathcal{F} \equiv 1/\sigma_R$</td>
<td>-</td>
</tr>
<tr>
<td>Factor above spin projection noise</td>
<td>$\sigma_R \equiv 1/\mathcal{F}$</td>
<td>-</td>
</tr>
<tr>
<td>Rabi frequency</td>
<td>$\Omega_R$</td>
<td>s&lt;sup&gt;-1&lt;/sup&gt;</td>
</tr>
<tr>
<td>ODMR center frequency &amp; linewidth</td>
<td>$\nu &amp; \Delta\nu$</td>
<td>Hz</td>
</tr>
<tr>
<td>Dephasing or decay rate</td>
<td>$\Gamma$</td>
<td>s&lt;sup&gt;-1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Measurement contrast (fringe visibility)</td>
<td>$C$</td>
<td>-</td>
</tr>
<tr>
<td>CW-ODMR contrast, pulsed ODMR contrast</td>
<td>$C_{\text{CW}}, C_{\text{pulsed}}$</td>
<td>-</td>
</tr>
<tr>
<td>Number of sensors (NV&lt;sup&gt;-&lt;/sup&gt; centers in ensemble)</td>
<td>$N$</td>
<td>-</td>
</tr>
<tr>
<td>Average collected photons per readout per NV&lt;sup&gt;-&lt;/sup&gt;</td>
<td>$n_{\text{avg}}$</td>
<td>-</td>
</tr>
<tr>
<td>Average collected photons per readout from an NV&lt;sup&gt;-&lt;/sup&gt; ensemble</td>
<td>$N$</td>
<td>-</td>
</tr>
<tr>
<td>Concentration of species X</td>
<td>$[X]$</td>
<td>cm&lt;sup&gt;-3&lt;/sup&gt; or ppm</td>
</tr>
<tr>
<td>Negative, neutral &amp; total NV concentration</td>
<td>$[\text{NV}^-], [\text{NV}^0], [\text{NV}^T]$</td>
<td>cm&lt;sup&gt;-3&lt;/sup&gt; or ppm</td>
</tr>
<tr>
<td>Total nitrogen concentration in the lattice</td>
<td>$[\text{NT}]$</td>
<td>cm&lt;sup&gt;-3&lt;/sup&gt; or ppm</td>
</tr>
<tr>
<td>Neutral, positive, total substitutional nitrogen concentration</td>
<td>$[\text{N}_0^0], [\text{N}_S^0], [\text{NT}_S]$</td>
<td>cm&lt;sup&gt;-3&lt;/sup&gt; or ppm</td>
</tr>
<tr>
<td>Contribution to $T_2^*$ from mechanism X</td>
<td>$T_2^{\text{*}}{X}$</td>
<td>s</td>
</tr>
<tr>
<td>Dipolar interaction strength between N&lt;sub&gt;S&lt;/sub&gt;&lt;sup&gt;0&lt;/sup&gt; and NV&lt;sup&gt;-&lt;/sup&gt;</td>
<td>$A_{N_S^0}$</td>
<td>s&lt;sup&gt;-1&lt;/sup&gt;/ppm</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dipolar interaction strength between $^{13}$C and NV$^-$</td>
<td>$A_{^{13}C}$</td>
<td>s$^{-1}$/ppm</td>
</tr>
<tr>
<td>Dipolar interaction strength between NV$^-$ spins in the same group</td>
<td>$A_{NV^-$}</td>
<td>s$^{-1}$/ppm</td>
</tr>
<tr>
<td>(same resonance frequency)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dipolar interaction strength between NV$^-$ spins in different groups</td>
<td>$A_{NV^-$}</td>
<td>s$^{-1}$/ppm</td>
</tr>
<tr>
<td>(different resonance frequencies)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportionality factor for $N_0^0$ contribution to $T_2$</td>
<td>$B_{N_0^0}$</td>
<td>s$^{-1}$/ppm</td>
</tr>
<tr>
<td>Hamilton</td>
<td>$H$</td>
<td>J</td>
</tr>
<tr>
<td>Electronic spin, electronic spin projection</td>
<td>$S, m_s$</td>
<td>-</td>
</tr>
<tr>
<td>Nuclear spin, nuclear spin projection</td>
<td>$I, m_I$</td>
<td>-</td>
</tr>
<tr>
<td>NV$^-$ ground state spin eigenstates</td>
<td>${</td>
<td>0\rangle,</td>
</tr>
<tr>
<td>NV$^-$ double-quantum superposition states</td>
<td>$</td>
<td>\pm_{DQ}\rangle \equiv (</td>
</tr>
<tr>
<td>Zero field splitting parameter</td>
<td>$D \approx 2.87$ GHz</td>
<td>Hz</td>
</tr>
<tr>
<td>Spin-strain coupling parameters</td>
<td>$M_z, M_x, M_y, N_x, N_y$</td>
<td>Hz</td>
</tr>
<tr>
<td>Electric field components</td>
<td>$E_x, E_y, E_z$</td>
<td>V/m</td>
</tr>
<tr>
<td>NV$^-$ transverse, axial (longitudinal) electric dipole moment</td>
<td>$d_{\perp}, d_{|}$</td>
<td>Hz/(V/m)</td>
</tr>
<tr>
<td>Transverse strain and electric field coupling parameter</td>
<td>$\xi_{\perp}$</td>
<td>Hz</td>
</tr>
<tr>
<td>Axial magnetic field coupling parameter</td>
<td>$\beta_z$</td>
<td>Hz</td>
</tr>
<tr>
<td>Total N-to-NV$^-$ conversion efficiency</td>
<td>$E_{\text{conv}} \equiv [\text{NV}^-]/[\text{N}^T]$</td>
<td>-</td>
</tr>
<tr>
<td>N-to-NV conversion efficiency</td>
<td>$\chi \equiv [\text{NV}^T]/[\text{N}^T]$</td>
<td>-</td>
</tr>
<tr>
<td>NV-to-NV$^-$ charge state efficiency</td>
<td>$\zeta \equiv [\text{NV}^-]/[\text{NV}^T]$</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.0.2: Frequently used symbols
Appendix B

NV⁻ spin Hamiltonian in limiting regimes

Here we describe coupling of electric fields, strain, and magnetic fields to the NV⁻ spin resonances in the regimes of both low and high axial bias magnetic field $B_{0,z}$. This treatment draws heavily on equations and analysis in Ref. [94]. While understanding of strain’s effect on the NV⁻ spin continues to evolve [8, 57, 90, 532], we take the NV⁻ ground state spin Hamiltonian in the presence of a bias magnetic field $\vec{B}_0$, an electric field $\vec{E}$, and intrinsic crystal strain to be [90, 8]

$$H/h = \left( D + \mathcal{M}_z + d_\parallel E_z \right) S_z^2 + \frac{g_e \mu_B}{\hbar} (B_{0,z} S_z + B_{0,x} S_x + B_{0,y} S_y) + \left( \frac{d_\perp E_x}{\hbar} + \mathcal{M}_x \right) (S_y^2 - S_x^2) + \left( \frac{d_\perp E_y}{\hbar} + \mathcal{M}_y \right) (S_x S_y + S_y S_x) + N_x (S_x S_z + S_z S_x) + N_y (S_y S_z + S_z S_y). \quad (B.1)$$

Here $S_i$ with $i = x, y, z$ are the dimensionless spin-1 projection operators; $D$ is the NV⁻ zero field splitting ($\approx 2.87$ GHz at room temperature); $d_\parallel = 3.5 \times 10^{-3}$ Hz/(V/m) and $d_\perp = 0.17$ Hz/(V/m) are the axial and transverse electric dipole moments [92, 56, 93]; and $\mathcal{M}_z, \mathcal{M}_x, \mathcal{M}_y, N_x$, and $N_y$ are spin-strain coupling parameters.
The Hamiltonian can be simplified when $D$ is large compared to all other coupling terms, i.e., in the regime of low magnetic field, electric field, and strain. In particular, energy level shifts associated with transverse magnetic field components $B_{0,z}$ and $B_{0,y}$ [94], and with spin-strain coupling parameters $N_x$ and $N_y$, are suppressed by $D$ and thus may be neglected from the Hamiltonian [85]. This low-field Hamiltonian $H_{LF}$ is given by

$$H_{LF}/\hbar = \left( D + M_z + d_{\parallel} E_z \right) S_z^2 + \frac{g_e \mu_B}{\hbar} B_{0,z} S_z$$

$$+ \left( \frac{d_{\perp} E_x}{\hbar} + M_x \right) (S_y^2 - S_x^2)$$

$$+ \left( \frac{d_{\perp} E_y}{\hbar} + M_y \right) (S_x S_y + S_y S_x).$$  \hspace{1cm} (B.2)

We focus on the interplay between different terms in $H_{LF}$ that shift the NV$^-$ spin resonance frequencies in opposite directions, including $B_{0,z}$, $E_x$, $E_y$, $M_x$, and $M_y$. In contrast, dephasing associated with variations in terms that shift the resonance frequencies in common-mode ($D$, $E_z$, and $M_z$), can be mitigated by employing double-quantum coherence magnetometry (see Section 6.1.2) and are ignored herein. In addition to shifting the spin resonance frequencies, transverse electric fields, $E_x$ and $E_y$, and transverse spin-strain coupling terms, $M_x$ and $M_y$, mix the $m_s = \pm 1$ spin states into

$$|+\rangle = \cos \left( \frac{\theta}{2} \right) |+1\rangle + e^{i\phi} \sin \left( \frac{\theta}{2} \right) |-1\rangle,$$

$$|\rangle = \sin \left( \frac{\theta}{2} \right) |+1\rangle - e^{i\phi} \cos \left( \frac{\theta}{2} \right) |-1\rangle,$$  \hspace{1cm} (B.3)  \hspace{1cm} (B.4)

where $\tan(\phi) = (d_{\perp} E_y + M_y)/(d_{\perp} E_x + M_x)$ and $\tan(\theta) = \xi_{\perp}/\beta_z$. Here $\beta_z = (g_e \mu_B/\hbar) B_{0,z}$ represents the magnetic field coupling to the NV$^-$ spin and

$$\xi_{\perp} = \sqrt{(d_{\perp} E_x/\hbar + M_x)^2 + (d_{\perp} E_y/\hbar + M_y)^2}$$  \hspace{1cm} (B.5)

combines the effects of transverse strain and electric fields. The transition frequencies
\(|0\rangle \leftrightarrow |+\rangle \) and \(|0\rangle \leftrightarrow |-\rangle \) are
\[
\nu_\pm = D + M_z + d|E_z| \pm \sqrt{\xi^2_\perp + \beta^2_z},
\]
(B.6)
and the coupling strength of transverse strain and electric fields to the NV\(^-\) spin resonance frequencies is given by
\[
\frac{\partial \nu_\pm}{\partial \xi_\perp} = \frac{\pm 1}{\sqrt{1 + \left(\frac{\beta_z}{\xi_\perp}\right)^2}}.
\]
(B.7)

In the linear Stark regime, characterized by \(\beta_z \ll \xi_\perp\), the spin eigenstates become, approximately, equal superpositions of \(|+1\rangle\) and \(|-1\rangle\), and the transition frequencies exhibit maximal sensitivity to variations in \(\xi_\perp\):
\[
\left| \frac{\partial \nu_\pm}{\partial \xi_\perp} \right|_{\beta_z \ll \xi_\perp} = 1 - \frac{1}{2} \left(\frac{\beta_z}{\xi_\perp}\right)^2 + \mathcal{O}\left[\left(\frac{\beta_z}{\xi_\perp}\right)^4\right].
\]
(B.8)

In contrast, in the linear Zeeman regime, characterized by \(\beta_z \gg \xi_\perp\), the spin eigenstates become, approximately, \(|+1\rangle\) and \(|-1\rangle\), and sensitivity to strain/electric fields is suppressed by the ratio \(\frac{\xi_\perp}{\beta_z}\):
\[
\left| \frac{\partial \nu_\pm}{\partial \xi_\perp} \right|_{\beta_z \gg \xi_\perp} = \frac{\xi_\perp}{\beta_z} - \frac{1}{2} \left(\frac{\xi_\perp}{\beta_z}\right)^3 + \mathcal{O}\left[\left(\frac{\xi_\perp}{\beta_z}\right)^5\right].
\]
(B.9)

By performing magnetic sensing in the linear Zeeman regime, spatial and temporal variations in transverse electric fields and strain couple less strongly to the NV\(^-\) spin, and thus their contribution to \(T_2^*\) is diminished. The linear Zeeman regime is best suited for high-sensitivity magnetometry not only because of the \(T_2^*\) extension from suppressed sensitivity to variations in \(\xi_\perp\), but also because magnetic field changes couple most strongly to \(\nu_\pm\) in this regime:
\[
\left| \frac{\partial \nu_\pm}{\partial \beta_z} \right|_{\beta_z \gg \xi_\perp} = 1 - \frac{1}{2} \left(\frac{\xi_\perp}{\beta_z}\right)^2 + \mathcal{O}\left[\left(\frac{\xi_\perp}{\beta_z}\right)^4\right].
\]
(B.10)
Experiments that must operate at near-zero $\tilde{B}_0$ for other reasons, such as to protect ferromagnetic samples, should use low-strain diamonds to avoid operating in the unfavorable regime where $\beta_z \ll \xi_\perp$ [13, 68, 251, 423]. In this linear Stark regime, not only is sensitivity to magnetic signals suppressed by the ratio $\frac{\beta_z}{\xi_\perp}$,

$$\left| \frac{\partial \nu_\pm}{\partial \beta_z} \right|_{\beta_z \ll \xi_\perp} = \frac{\beta_z}{\xi_\perp} - \frac{1}{2} \left( \frac{\beta_z}{\xi_\perp} \right)^3 + \mathcal{O} \left[ \left( \frac{\beta_z}{\xi_\perp} \right)^5 \right],$$

but also $T_2^*$ may be shortened by electric field and strain variations.
Appendix C

Considerations for the NV-diamond single-neuron magnetometer

C.1 Diamond surface metalization

We coat the top surface of the NV-diamond employed in Chapter 3 with a thin metallic reflective layer for two purposes: to reflect the NV$^-$ fluorescence down toward the objective in order to increase light collection by the optics below the diamond; and to enable uniform microwave delivery in close proximity to the NV$^-$ sensing layer of the diamond.

The layer shown in Figure C.1.1 is fabricated via metal evaporation. Platinum, a common metal used in electrophysiology, is fabricated on the very top to provide a nonreactive, biocompatible barrier to the axon and the salt water perfusion liquid. The titanium layers are to adhere the silver to the diamond and the platinum to the silver. Titanium and chromium are both good options for this. In addition to both being good for adhesion, they have similar reflectivity (0.56 for Cr and 0.63 for Ti) and transmittance (0.83 for a 3 nm layer of Cr and 0.81 for a 3 nm layer of Ti) of 700nm light. Here we choose titanium, following Ref. [332]. A thin adhesion layer is desirable so that very little fluorescence is absorbed. In Ref. [332] a 2 nm Ti layer is depositied. To be slightly more conservative we choose a 3 nm layer, since thicker layers provide more adhesion. The layer above the silver does not need
Figure C.1.1: Metalization of the top surface of the NV-diamond employed for optical magnetic detection of single-neuron action potentials (not to scale). The silver layer serves to reflect NV-fluorescence down toward the objective; the platinum layer provides a nonreactive, biocompatible barrier to the axon and the salt water perfusion liquid; and the titanium layers serve for adhesion.
to be transmissive, so we deposit a thicker 10 nm layer.

Other recipes we considered before settling on the recipe depicted in Figure C.1.1 are examined below. We considered replacing the top platinum layer with a different material or spin-coating an additional layer on top of the platinum, in order to reduce the chance of delamination. Gold is another metal that is straightforward to evaporate and biocompatible, but it is very soft and may delaminate more easily than platinum.

SiO$_2$ could be spin-coated above the platinum; it is biocompatible and is commonly used to coat commercial protected silver mirrors [533]. However, because it is an insulator, it would complicate microwave delivery to the silver by making it more difficult to ensure good electrical contact without additional fabrication steps. We also considered tungsten, which is much harder and might be less likely to delaminate, but would be more difficult to evaporate (as the crucible in the evaporator is made from tungsten) and may be less biocompatible. Alumina is insulating and would make it difficult to form electrical to deliver MWs to the silver layer. TiO$_2$, which would form from near-immediate oxidation of a top layer of titanium, is not biocompatible. Silicon, germanium, and silver are not biocompatible; silicon reacts with calcium, making it a neurotoxin, and silver and germanium are also toxic to neurons. Palladium is very similar to platinum but slightly harder. It is inert and not likely to ionize, meaning it is generally biocompatible, although it becomes toxic if ionized.

In practice, we found that the metal layer did not delaminate easily upon agitation in common solvents but was corroded by the salt water perfusion liquid. In order to avoid this problem in the future, we could consider spin coating material on top of the silver or platinum layer after the leads are attached. Poly(methyl methacrylate) (PMMA) is an inexpensive and shelf-stable option, but it dissolves in acetone, a common solvent we use to clean the diamond mount. Hydrogen silsesquioxane (HSQ) or flowable oxide (FOX) resists are expensive, have short shelf life, and could be very easily scratched off if not exposed to e-beam lithography within 12 hours. However, after e-beam exposure these resists would be insoluble in acetone, which is a more favorable property. Ultimately, we resolved to try spin-coating a PMMA layer if needed in the future.
C.2 Microwave design considerations

C.2.1 Introduction

A key challenge to achieving a high-sensitivity magnetic imager is the delivery of high-MW-Rabi-frequencies with a high degree of spatial uniformity and operation over a sufficiently broad frequency spectrum to enable operation at various bias fields or in a vector sensing configuration. This task is tricky in part because some of these goal conflict with one another. For example, resonator structures can enable high Rabi frequencies at the cost of bandwidth [534]. Nonetheless, it is worth investigating whether low-quality factor MW resonators could be engineered to fit without our other design constraints. Here we document a partial list of challenges associated with building a MW resonator at ~ 3 GHz for high-sensitivity NV-diamond magnetic sensing and imaging.

C.2.2 Microwave engineering background and transmission line theory

Design of MW circuits at ~ 3 GHz is complicated by the intermediate wavelength regime (λ ~ 10 cm in vacuum or ~ 7 cm in 50 Ω coaxial cable). As a general rule of thumb, to design a resonant circuit using lumped elements and obtain performance that agrees with the design, the lumped elements must be smaller than λ/10. When in a shorter wavelength regimes, capacitors, inductors, transformers, and matching networks in general may be designed and fabricated out of stubs of transmission line. Here we discuss the basics of transmission line theory.

A transmission line is often modeled as an infinite set of parallel capacitors and series inductors of infinitesimal capacitance and inductance. In textbooks, transmission lines are often modeled as lossless. In practice, there is loss: dielectric loss (parallel conductance) and conductor loss (series resistance). The characteristic impedance (Z₀) of a transmission line is the ratio of the amplitudes of voltage and current of a single wave propagating along the line, determined by the geometry and materials of
the transmission line. The impedance $Z_0$ of a lossless transmission line is purely real, with no reactive (imaginary) component. A transmission line of finite length (lossless or lossy) that is terminated at one end with a load impedance equal to $Z_0$ appears to the source like an infinitely long transmission line and produces no reflections. For example, the input impedance of a 50 Ω line terminated by a 50 Ω resistor is 50 Ω, regardless of the length of line. Meanwhile, an unmatched load will cause some of the incident wave to be reflected, which sets up a standing wave. The impedance measured at the input will then be a function of cable length as well as the load impedance and the characteristic impedance of the line. At the other extreme, a purely reactive load causes a 100% reflection, with phase shift depending on the load impedance. Important cases are: (i) an open circuit reflects with 0° phase shift, and (ii) a short circuit reflects with 180° phase shift.

The wavelength of electromagnetic radiation traveling in a transmission line is given by $\lambda = \frac{v_p}{f}$ where $v_p$ is the phase velocity in the material and $f$ is the frequency. In 50 Ω coax $v_p = 0.66c$, and in 300 Ω parallel line $v_p = 0.8c$. A transmission line segment that is $\lambda/2$ in length has an input impedance equal to the load impedance, regardless of its own characteristic impedance. A $\lambda/4$ transmission line segment with an open circuit at the end looks like a short circuit at its input, and vice versa. A $\lambda/8$ transmission line with either an open or closed circuit at the end will have the same ratio of current to voltage as if it were terminated with a load matched to its characteristic impedance - that is, the magnitude of the input impedance will be the same as the magnitude of the characteristic impedance, but the phase will be shifted by 90° to look like a purely reactive impedance.

With this basic understanding, we seek to design a matching network to efficiently deliver MWs to the diamond. Note that our goal is not to make an antenna and radiate away our MW power, but rather to create high $B_1$ fields at the position of the NVs using inductive components.
C.2.3 Resonant circuits

For any circuit that operates at RF or MW frequencies, including MW resonators, impedance matching is important. Impedance matching from a feedline to a resonator is often called coupling to the resonator. There are three coupling regimes: undercoupled, overcoupled, and critically coupled. Undercoupled denotes when $Z_{\text{feedline}} < Z_{\text{resonator}}$, overcoupled denotes when $Z_{\text{feedline}} > Z_{\text{resonator}}$, and critically coupled denotes the case where when $Z_{\text{feedline}} = Z_{\text{resonator}}$, corresponding to a matched impedance and full power transfer.

A resonance condition occurs when the imaginary part of the impedance disappears. If this resonance condition is met, critical coupling then occurs when the real impedances of the feedline and the resonator are matched. The simplest way to achieve critical coupling to a 50 Ω feedline is to make the resistance of the resonator 50 Ω.

The quality factor (Q) of a series resonant RLC circuit is given by the ratio of stored power to dissipated power: For the silvered diamond design for MW delivery to the diamond (see Section C.1), the load inductance is estimated to be $L \sim 4$ nH. To critically couple from a 50 Ω feedline directly to the silver layer requires a load resistance $R = 50$ Ω. This results in $Q = 2\pi \cdot 3 \cdot 4 / 50 \approx 1.5$, which is clearly not a very good resonator. Thus, it is clear why we might want our resonant circuit to have a lower resistance. But then we are in the regime of undercoupling. To still obtain critical coupling from a 50 Ω feedline for a low $Z_{\text{load}}$, we need a type of transformer.

At MW frequencies, where the wavelength is often too short to allow use of lumped inductive transformers, a length of transmission line of characteristic impedance $Z_0$ can serve as a narrow-band transformer from a feedline to a real impedance load of different input impedance. The necessary conditions for this simple matching network, called a quarter wave transformer are $Z_0^2 = Z_{\text{feedline}} \cdot Z_{\text{load}}$ and length = $\lambda / 4$. Once this quarter wave transformer is in place to match the resistive part of the load impedance, we must solve the remaining challenge of achieving the resonance condition. This turns out to be a difficult task for the silvered diamond design outlined in Section C.1,
where the silver layer on diamond is expected to exhibit a load inductance of $L \sim 4$ nH. For a resonant RLC circuit, we need the resonance frequency $f = \omega/(2\pi)$ to meet the condition $\omega^2 = 1/(LC)$. At $f = 3$ GHz, we require $C = 1/(\omega^2 L) = 1/(4\pi^2 \cdot 3^2 \cdot 4 \times 10^9) = 0.7$ pF, which is practically speaking a tiny capacitance. This illustrates why designing MW resonant circuits at 3 GHz using lumped RLC circuit equations is tricky. For lumped RLC resonant circuits, the resonance frequency needed is so large that even tiny capacitances and tiny inductances are already too high to meet the resonance condition $\omega^2 = 1/(LC)$. Therefore, transmission line theory may be a better fit for understanding and designing MW delivery structures. Therefore, a combination of analytical matching-network design using transmission line theory with finite element modeling of MW delivery structures should allow for a satisfactory solution to the problem of efficient generation of high Rabi frequency at the NV-diamond.

However, given the use of liquids, and in particular salt water, in future envisioned experiments with an enhanced-sensitivity diamond magnetic imager, a resonant circuit might not actually be a desirable solution. Even if we can meet the resonance condition $\omega^2 = 1/(LC)$ and implement a suitable quarter wave transformer to obtain critical coupling for low $R_{\text{load}}$ and therefore achieve a high-Q resonator with large, uniform $B_1$ fields, any resonator operating near 3 GHz is susceptible to the effects of stray capacitances. In a system that involves water, which has a dielectric constant of 80, (not to mention conductive salt water and living organisms), the resonance frequency and coupling condition may be shifted due to parasitic capacitances. The shifts may likely be unpredictable and could change over relevant experimental timescales (minutes to days). For example, we tested the split ring resonator design from Ref. [534] on a network analyzer and found the resonance near 3 GHz disappeared when the resonator was placed in close proximity to a water bath. Nonresonant MW structures such as coplanar waveguides may exhibit higher robustness to stray capacitances than resonant circuits, as the transmission is designed to be frequency independent over a broad frequency range.
Appendix D

Additional details from the simultaneous vector magnetometer

D.1 ODMR hyperfine features

Figure D.1.1 displays an ODMR spectrum from the diamond sensor crystal employed in Chapter 4 at the bias field $\vec{B}_0$, for various MW drive strengths. Each of the eight main ODMR features exhibits subfeatures corresponding to splittings from the NV-electric quadrupole moment and the hyperfine interaction between the NV-electronic spin and the $^{14}$N nuclear spin ($I = 1$) [169]. The three principal subfeatures correspond to allowed $M_1$ magnetic dipole transitions $\Delta m_I = 0$ [7], and the two smaller outer subfeatures (along with a third unresolved subfeature) correspond to forbidden transitions with $\Delta m_I = \pm 1$. These forbidden spin transitions have been previously observed [243] and arise from state mixing mediated by the significant off-axis components of the bias magnetic field $\vec{B}_0$. As shown in Figure D.1.1, the locations of these subfeatures are in good agreement with theoretical calculations of the forbidden transition frequencies [169, 7]. The relative intensity of the forbidden-transition subfeatures is observed to increase with applied MW power.
Figure D.1.1: ODMR spectrum of an NV- ensemble in applied bias field $|\vec{B}_0| = 7.99$ mT, $\vec{B}_0 = (3.54, 1.73, 6.95)$ mT for various MW drive strengths. The blue (highest contrast) trace depicts the spectrum with MW power typical of operating conditions, while the green (middle) and red (lowest contrast) traces depict the same spectrum with MW power reduced by 12 and 24 dB, respectively. The subfeatures within the eight main ODMR features correspond to splittings associated with the NV- center’s electric quadrupole moment and the hyperfine interaction between the NV- electronic spin and $^{14}$N nuclear spin ($I = 1$) [169]. The three principal subfeatures correspond to allowed M1 magnetic dipole transitions with $\Delta m_I = 0$, and the two smaller subfeatures correspond to forbidden transitions with $\Delta m_I = \pm 1$, which appear due to state mixing mediated by the significant off-axis magnetic field [243] and are more pronounced for stronger MW drive. Inset shows the ODMR feature enclosed in the gray box. Dashed lines mark the allowed hyperfine transitions [169, 7]; dotted lines mark the frequencies associated with forbidden hyperfine transitions between states of different $m_I$ [243, 7]. Traces are slightly offset for clarity in both main figure and inset.
D.2 Radia simulations of magnetized optical table

In this section we discuss numerical simulations, using the Radia package in Mathematica [265, 266], of the effect of a magnetizable optical table on the magnetic fields produced at the diamond sensor by the coils oriented along the $x$-, $y$-, and $z$-axis in Chapter 4.

Prior to nulling the off-axis fields as described in Section 4.7.1, the reconstructed magnetic field components along $x$, $y$, and $z$ appear as shown in Figure D.2.1. Here the $x$ coil applies a field at 67 Hz, the $y$ coil applies a field at 32 Hz, and the $z$ coil applies a field at 18 Hz. The black circles mark the expected RMS field amplitude at that frequency for each direction. There appear to be components of the fields produced by the $x$ and $z$ coils in the $y$-direction. These off-axis fields are $\sim 20$-$30\%$ of the on-axis components of the $x$- and $z$-coil fields.

In the absence of magnetic materials in the vicinity of the coils and the diamond, the $x$-component of the detected dynamic magnetic field would only contain signal from the coil oriented along the $x$-axis, and likewise for the $y$ and $z$ coils. However, we observe that the two horizontal coils ($x$ and $z$ in the frame defined in Chapter 4) produce non-negligible fields in the vertical direction. In contrast, the vertical coils are not observed to produce horizontal fields, nor do the horizontal coils produce fields in their respective orthogonal horizontal directions. The observed distortion cannot not be accounted for by coil misalignment. Based on symmetry arguments, we hypothesize that the magnetizable steel optical table (400 series, likely 430) employed in the present experiment distorts the amplitude and direction of the coil magnetic fields at the diamond sensor.

To investigate this hypothesis, we employed the Radia package in Mathematica [265, 266] to simulate the response of ferromagnetic materials to external magnetic fields. We simulated a current-carrying coil - with dimensions and position matching the $z$ coil employed in the present experiment - placed directly above a steel surface, as shown in Figure D.2.2a. The diamond location is taken to be above the center of the surface at a height $y = h = 4.75''$. The coil is 9.75" in diameter and is centered at a
Figure D.2.1: Detected magnetic fields using simultaneous vector magnetometer without off-axis field nulling. a) $B_x$ time trace (inset) and spectral density showing detected signal at $f_x = 67$ Hz. b) $B_y$ time trace (inset) and spectral density showing detected signal at $f_y = 32$ Hz. c) $B_z$ time trace (inset) and spectral density showing detected signal at $f_z = 18$ Hz. Dashed lines mark applied signal frequencies $f_x$, $f_y$, $f_z$, and circles center on expected applied field amplitudes determined by sequential NV$^+$ vector magnetometry. Cartoon recreations of Figure 4.6.1a illustrate isolated detected components of dynamic vector magnetic field $B_x(t)$, $B_y(t)$, $B_z(t)$. 
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height \( y = h_{\text{coil}} = 5'' \) and a horizontal distance away from the diamond \( z = z_{\text{coil}} = 11'' \) inches.

Figure D.2.2: Simulated coil magnetic field distortion due to magnetized optical table. Radia model of \( z \) coil employed in simultaneous vector magnetometry demonstration above ferromagnetic steel optical table assumed to have uniform magnetizability of \( \chi_m = 1403 \) (see text). Diamond is positioned at height \( h = 4.75'' \) above the table \( x = z = 0 \), and the 9.75"-diameter coil is centered at height \( h_{\text{coil}} = 5'' \) and positioned away at distance \( z_{\text{coil}} = 11'' \). Gray line marks \( y \)-cut along which simulated field projections are plotted in b and c. b) Magnetic field projection \( B_y \) for positive (solid lines) and negative (dashed lines) currents applied to coils. Green lines depict \( B_y \) due to the coils alone and blue lines depict \( B_y \) due to coils and the magnetizable optical table. c) Magnetic field projection \( B_z \) for positive (solid lines) and negative (dashed lines) currents applied to coils. Green lines depict \( B_y \) due to the coils alone and blue lines depict \( B_z \) due to coils and the magnetizable optical table. The table results in a reduced \( B_z \) and increase \( B_y \) with ratio \( B_y/B_z = 0.43 \), which is consistent with experimental findings up to the uncertainty in \( \chi_m \).

The surface represents the top plate of the optical table, which is 2 mm thick. Simulations that also included the 2-mm-thick bottom plate of the optical table 4" below, as well as simulations involving the entire 4"-thick optical table as a monolithic steel block yielded results that agreed qualitatively with the results involving only the
table’s top surface. The chosen geometry is both simple, enabling simulations to run quickly, and likely realistic, as the optical table core is a honeycomb, with much lower density than a solid block of steel.

The surface is divided into $n_{\text{div}} = \{55, 1, 101\}$ divisions along $\{x, y, z\}$. The following parameters are assumed for the stainless steel optical table [535]: $\chi_m = 2100$ is the magnetic susceptibility at zero field, $m_{\text{sat}} = 1.6 \, T$ is the saturation magnetization, and the magnetization is given in tesla by $M[H] = m_{\text{sat}} \tanh(\chi_m H/m_{\text{sat}})$. To approximately account for the reduced susceptibility due to partial magnetization induced by the bias magnetic field ($\sim 5$ gauss at the table surface directly below the diamond), we replace $\chi_m$ in the simulation by $\chi_m (5 \text{ gauss}) = 1403$.

Figure D.2.2b,c show the simulated $B_y$ and $B_z$ fields plotted vs. vertical position $y$ due to both the optical table and the coil (blue), just the table (red), and just the coil (green). The black line marks the height of the diamond $h = 121$ mm. It is apparent that $B_\perp$ (in this case $B_y$) must be continuous over boundaries, where $B_\parallel$ ($B_z$ and $B_x$) can have discontinuities. The presence of the magnetized table raises the position where $B_y$ is zero from the center of the coil by $\sim 50$ mm. As a result, a non-negligible $y$-field is present at the position of the diamond. Furthermore, the $z$-field is somewhat reduced. The ratio of the $B_y$ field to the $B_z$ field at the diamond is 0.43, similar to but slightly higher than the $\sim 20\text{-}30\%$ distortion observed experimentally. However, there is substantial uncertainty to the quoted value of the steel table’s susceptibility. For example, series 400 stainless steels heat treated for maximum hardness may exhibit susceptibilities less than 100 [535]. Repeating the simulation with a susceptibility of $\sim 100$ yields qualitatively similar behavior and a ratio of $B_y$ to $B_z$ at the diamond of 0.17, much closer to the ratio observed experimentally. Furthermore, as expected from the symmetry, the table is found to negligibly change the $B_x$ field due to the coil at the diamond, also in agreement with experiments.

In conclusion, in spite of uncertainty in $\chi_m$ and simplifying assumptions made (such as anisotropic magnetizability), these simulations are consistent with the hypothesis that table magnetization accounts for the observed field distortions. We note that this distortion is particularly noticeable in the present experiment, where
large coils are placed in close proximity to the table. For magnetic signals from local sources at the diamond such as neurons (see Chapter 2), this effect is expected to be substantially reduced. In future implementations, a nonmagnetic optical table will be used, and the use of magnetizable screws and other materials near the diamond will be avoided.

D.3 NV-\textsuperscript{−}-NV-\textsuperscript{−} interactions in CW-ODMR

In the process of calibrating and characterizing the simultaneous vector magnetometer described in Chapter 4, we observed that the CW-ODMR signal from a given NV-\textsuperscript{−} orientation is changed by simultaneous driving of ODMR lines from other NV-\textsuperscript{−} orientations. The ODMR linewidth is increased and the depth of the resonance features is increased. The linewidth change appears to be consistent with NV-\textsuperscript{−}-NV-\textsuperscript{−} dipolar interactions, whereas the increased depth remain unexplained.

D.3.1 Background

Accurate field reconstruction using the simultaneous vector magnetometry method described in Chapter 4 requires that that signals from the multiple probed axes are independent, i.e., that driving one orientation does not affect the signal from other orientations. One possible source of cross talk occurs from off-resonant MW drive, such as a response from one NV-\textsuperscript{−} orientation to MWs resonant with another orientation’s spin resonance. As described in Section 4.7.2, this source of crosstalk is confirmed to be negligible at the 8 mT applied bias field, where the minimum detuning between ODMR lines is 30 MHz.

However, an alternative form of crosstalk is observed experimentally, where the response of one NV-\textsuperscript{−} orientation depends on whether other orientations are being driven on resonance. A series of checks rule out off-resonant MW excitation as well as technical effects such as the MW sources, the MW loop response, or other electronics in the apparatus. A remaining hypothesis consistent with measurements is that this form of crosstalk arises from diamond itself, in particular from NV-\textsuperscript{−}-NV-\textsuperscript{−} dipolar interactions.
interactions in the \([\text{NV}^-]\sim 3 \text{ ppm diamond.}\)

**D.3.2 Observed effect**

The change in slope of the simultaneous vector magnetometry signal with respect to magnetic field is detected by monitoring a 20 Hz magnetic field signal applied by a coil using a single NV\(^-\) orientation and measuring the change in detected field amplitude when the other NV\(^-\) orientations are resonantly addressed. The observed change in magnetometry slope is found to be consistent with observed changes in the ODMR lineshapes measured by sweeping MW tones across one NV\(^-\) orientation’s resonance features while applying additional modulated MW drives either resonant or far-off-resonant with the other NV\(^-\) orientation, described herein.

Figure D.3.1a shows the ODMR spectrum from Chapter 4. Three MW tones separated by the \(^{14}\text{N}\) hyperfine splitting of 2.16 MHz are swept in frequency from 2.725 to 2.74 GHz over the \(m_s = 0 \leftrightarrow m_s = -1\) resonance for the NV\(^-\) orientation termed NV\(_\lambda\) in Chapter 4. Meanwhile, three additional sets of three MW tones (nine tones total) are applied to the MW-delivery loop. Two cases are compared: (i) where the additional MW tones resonantly address spin transitions for the three other NV\(^-\) orientations (NV\(_\chi\), NV\(_\varphi\), and NV\(_\kappa\)) and (ii) where the additional MW frequencies are \(\gtrsim 15\) MHz away from any NV\(^-\) resonance. A third case, wherein no modulated MWs are applied, is observed to yield PL signals that are indistinguishable in resonance depth and linewidth from the case (ii) in which the additional MW tones are applied off-resonantly. The detected PL signal plotted vs. the center frequency of the threetone MW drive is shown in Figure D.3.1b,c. Here 15 sweeps of duration 0.9 seconds are averaged together to enhanced the SNR.

We fit these signals to five inverted Lorentzian functions with equal linewidth, fixed separation, and variable height. Based on the fits, the resonant drive the PL trace from case (i) with resonant drive of the other NV\(^-\) orientations is found to exhibit contrast increased by 4.5\%, and linewidth increased by 2\%, or 29 kHz. A 7 kHz ODMR line shift is also observed, but this shift is not repeatable over multiple iterations of the same experiment and can be attributed to slow temperature drifts.
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Figure D.3.1: Evidence of possible NV'-NV' interactions in CW-ODMR. a) ODMR spectrum from Chapter 4. Three-tone MW drive with 2.16 MHz spacing is frequency-swept across $m_s = 0 \leftrightarrow m_s = -1$ resonance NV$_\lambda$, marked by star. Sweep is performed with simultaneous three-tone MW drive applied to $m_s$ transitions for the three other orientations, NV$_X$, NV$_\varphi$, and NV$_\kappa$, (pink vertical lines) and compared against same sweep with single-tone MW drives applied away from any resonance (gray vertical lines). b) Raw PL signals from three-tone MW sweep over NV$_\lambda$ resonance with resonant MW drive of other three NV' orientations (—) and off-resonant drive (---). PL signal with resonant drive is reduced due to reduced background fluorescence from increased population of other NV' orientations in dimmer $m_s = \pm 1$ states. c) PL signal traces from (b) shifted to 0 and rectified to allow clear comparison of the ODMR linewidth and depth for the two cases. Resonant drive of other NV' orientations causes increased ODMR depth and increased linewidth. The same qualitative effect is observed for single-tone and modulated MW drive of other NV' orientations and for single-tone MW sweep over NV$_\lambda$. Increase in NV$_\lambda$ ODMR linewidth is consistent with increase in average dipolar coupling between NV$_\lambda$ and NV$_\kappa$ orientations when NV$_\kappa$ is driven out of the non-interacting $m_s = 0$ state into the interacting $m_s = +1$ state.
D.3.3 Physical explanation

The observed linewidth increase is consistent with increased NV\textsuperscript{-}-NV\textsuperscript{-} dipolar interactions upon MW drive. Resonant MW drive of other NV\textsuperscript{-} orientations causes increased population from those orientations in the $m_s = \pm 1$ states compared to the case of no or off-resonant MW drive, where the CW optical excitation selectively populates the $m_s = 0$ state. Dipolar interactions between NV\textsuperscript{-} centers being probed and NV centers from other orientations do not occur when the other-orientation NV\textsuperscript{-} centers are in the $m_s = 0$ state [144], they do occur other-orientation NV\textsuperscript{-} centers are in the $m_s = \pm 1$ state. Therefore, by increasing the population of interacting NV\textsuperscript{-} centers, resonant driving of the other NV\textsuperscript{-} orientation classes can broaden the ODMR lines of the NV\textsuperscript{-} orientation being probed (i.e., decrease $T_2^*$ see Chapter 4).

The diamond sample investigated here has a high concentration of NV\textsuperscript{-} centers: $[\text{NV}^{-}] \sim 3$ ppm. To estimate the change in ODMR linewidth ($\approx 1/(\pi T_2^*)$ for Lorentzian lineshapes - see Section 2.1.4) of one NV\textsuperscript{-} orientation in this sample upon resonant drive of the other three NV\textsuperscript{-} orientation, we employ Equation 2.15 from Chapter 4:

$$\frac{1}{T_2^*\{\text{NV}_\parallel\}} = \varsigma_\parallel A_{\text{NV}_\parallel}[\text{NV}_\parallel]$$
$$\sim \varsigma_\parallel \sqrt{\frac{8}{3}} A_{\text{NS}_\parallel}[\text{NV}_\parallel],$$

with $A_{\text{NS}_\parallel} = 101 \pm 12 \text{ ms}^{-1}\text{ppm}^{-1}$ (Section 2.2.1). Here NV$\parallel$ represents NV\textsuperscript{-} centers of different orientations from the orientation being probed and $\varsigma_\parallel$ represents the fraction of those NV\textsuperscript{-} centers of not in $m_s = 0$.

We assume $[\text{NV}_\parallel] \sim 2.25$ ppm, $\varsigma_\parallel = \varsigma_\kappa \sim 0.2$ when NV$\kappa$ is not driven by resonant MWs [536], and $\varsigma_\kappa \sim 0.5$ when NV$\kappa$ is driven by resonant MWs. With these estimates we expect the increase in ODMR linewidth $\Gamma$ upon resonant drive of the other three orientations is given by

$$\Delta \Gamma = \Delta \frac{1}{\pi T_2^*} \sim 35 \text{ kHz}.$$  

(D.2)

This estimate is in good agreement with the 29 kHz we measure.
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More tests are required, to determine if the effect does in fact arise from NV^-NV^-dipolar interactions, such as repeating the experiment in diamonds of different NV^-concentrations and with pulsed protocols. Nonetheless, the observation that MW drive off-resonant MW drive of the same power as the resonant drive has no effect on the ODMR linewidth or depth rules out many possible technical explanations for this effect.

While the increase in linewidth can be explained by NV^-NV^-interactions, we do not currently have a satisfactory explanation for the increase in resonance depth. Here we discuss two possible explanations that were ruled out: First, we investigated if line-broadening itself in CW-ODMR could be sufficient to increase the ODMR contrast. Based on the simple model for NV^-spin dynamics under continuous optical and MW excitation from Ref. [163], ODMR line broadening decreases the ODMR contrast for all optical intensities, and only marginally so. Therefore, line broadening itself cannot yield an increase in contrast.

Second, we determined that changes in absorption of the green light correlated with MW drive could not be sufficient to explain the observed increase in ODMR depth. If the other three NV^-orientations are driven with resonant MWs such that under optical excitation they spend more time shelved in the singlet states, optical absorption by those NV^-centers may decrease, increasing the optical intensity available for the probed NV^-orientation to absorb. If we assume the $m_s = \pm 1$ state for each NV^-orientation class absorbs $\sim 2\%$ less than the $m_s = 0$ state (a likely overestimate - see Section 6.2.7), and that absorption by NV^-centers accounts for 50\% of the total absorption (since substitutional nitrogen N^0 also absorbs green light), then the available green light incident on the probed NV^-orientation class changes by at most 1\% when the other three axes are driven resonantly. However, from the model in Ref. [163], the CW-ODMR contrast increases at best sublinearly with optical power. Therefore, a 1\% change in the available light should cause less than a 1\% change in the contrast. So even in a most optimistic view, changing absorption due to resonantly driving the other NV^-classes cannot explain a 4.5\% change in ODMR depth. Other possible causes that could be investigated in more detail include MW-dependent NV^-
ionization, such as that described in Ref. [83]. As with the linewidth increase, pulsed magnetometry protocols could enable better isolation and characterization of this effect.

Although the change in ODMR linewidth and depth can degrade the accuracy of a simultaneous vector magnetometry measurement, they also hint at rich many-body physics of interacting spins in NV-rich diamond, which is an increasingly popular topic of study [537, 187, 120, 184].
Appendix E

Diamond characterization

E.1 UV-vis spectrophotometry

Essential to diamond material engineering is the ability to accurately and reproducibly characterize the material. Here we implement 77 K ultraviolet-visible (UV-vis) spectrophotometry on bulk diamonds. We use this technique for two characterization purposes: (i) to measure the concentration of monovacancies produced by electron irradiation prior to annealing as a way to calibrate and standardize the appropriate irradiation dose for a desired NV\textsuperscript{−} concentration, and (ii) to determine the concentrations of NV\textsuperscript{−} and NV\textsuperscript{0} in diamonds with known nitrogen concentrations to determine the nitrogen-to-NV conversion efficiency and NV charge state efficiency after irradiation and annealing. Here we describe our measurements of monovacancy concentrations for electron irradiation dose calibration (Section 7.4.2). These measurements enable systematic studies to be performed to optimize diamond treatment protocols for optimizing NV\textsuperscript{−}-rich diamond material for ensemble magnetometry. One such study employing these UV-vis measurements is documented in a recently submitted manuscript [82].

At 77 K, a forest of absorption features in diamond become resolved [471]. Integrated absorption intensities can be related to concentrations of various defects if calibrated through correlation with a quantitative measurement scheme such as electron paramagnetic resonance (EPR) [467]. We measure the GR1 (neutral mono-
vacancy $V^0$) and ND1 (negative monovacancy $V^-$) absorption lines in samples that have received a range of electron irradiation doses, prior to annealing. These measurements aid in fine-tuning irradiation doses to optimize nitrogen-to-NV$^-$ conversion efficiency $E_{\text{conv}}$ in future diamond samples. We employ an Agilent Cary 60 UV-vis spectrophotometer at Harvard’s Center for Nanoscale Systems, combined with a cryostat mounted to the spectrophotometer via a custom-built adapter. The spectrophotometer covers a wavelength range from 190 nm to 1100 nm and focuses to a $\sim 1$ mm spot size.

The sample holder in the cryostat consists of two pieces of copper that can be screwed together with a $\sim 1/2''$ aperture. As diamond samples are typically 5 mm × 5 mm or smaller, the diamond is mounted within the aperture using two pieces of copper tape. As shown in Figure E.1.1a, a few-mm-wide square-shaped hole in both copper sheets allows the diamond to be held in place while allowing an aperture for the beam to pass through to the detector. The copper sheets are clamped together between the copper cryostat holder pieces. Mounting via pressure is preferable as samples are kept from shifting or delaminating when cooled down. The copper tape provides a sufficiently rigid and thermally conductive sample holder, which ensures diamonds are efficiently cooled to 77 K when liquid nitrogen is transferred to the cryostat (see Figure E.1.1b).

Neutral vacancies (GR1 centers) exhibit a zero-phonon absorption doublet at 740.9 nm and 744.4 nm [471], while negative vacancies (ND1 centers) exhibit a zero-phonon line (ZPL) at 393.6 nm [472]. Baselined absorption spectra are recorded at 77 K, yielding the absorbance $A(\lambda) = -\log(I(\lambda)/I_0)$, where $I(\lambda)$ and $I_0$ are the transmitted and incident intensities. For a known sample thickness $t$, we convert absorbance to absorption coefficient $a(\lambda) = \frac{\ln(10)}{t} A(\text{lambda})$, and then recast the absorption coefficient as a function of energy in meV. We integrate under the neutral and negative monovacancy ($V^0$ and $V^-$) to obtain $A_{\text{GR1}}$ and $A_{\text{ND1}}$, the integrated absorption strengths in meV cm$^{-1}$. We find the concentrations $[V^0]$ and $[V^-]$ in ppm (using 1 ppm = $1.76 \times 10^{17}$ cm$^{-3}$) by solving the equations $A_{\text{GR1}} = f_{\text{GR1}}[V^0]$ and $A_{\text{ND1}} = f_{\text{ND1}}[V^-]$, where $f$ represents the transition’s oscillator strength [467, 473].
Figure E.1.1: Cryo-UV-vis sample mounting and 77 K operation. a) Diamond samples are mounted between two sheets of copper tape, which are pressed between two copper pieces comprising the cryostat’s sample holder. b) Spectrophotometer operation at 77 K utilizing a liquid nitrogen dewar and transfer line at Harvard’s Center for Nanoscale Systems.
The authors of Ref. [474] measured the ratio $f_{\text{ND1}}/f_{\text{GR1}} = 4.0$ using detailed balance arguments applied to an annealing study. Later, the authors of Ref. [467] determined that $f_{\text{ND1}} = 4.8(2) \times 10^{-16}$ meV cm$^2$ by correlating ND1 absorption measurements with well-calibrated EPR measurements of $[V^-]$. Although $V^0$ is spinless and thus EPR inactive, $f_{\text{GR1}}$ is determined to be $1.2(3) \times 10^{-16}$ meV cm$^2$ by dividing $f_{\text{ND1}}$ by $f_{\text{ND1}}/f_{\text{GR1}} = 4.0$.

The diamonds measured in this study are irradiated by 1 MeV electrons at the company Prism Gem. We perform UV-vis spectrophotometry on "witness samples," low-nitrogen ([N] $\leq$ 150 ppb) standard-grade CVD diamonds from Element Six irradiated alongside the nitrogen-rich diamonds for NV$^-$ magnetometry. The witnesses are intended solely for measuring concentrations of vacancies produced by irradiation, and, because of their low electron donor concentration, they exhibit monovacancies primarily in the neutral state [469]. As such, we observe a small ND1 absorption feature near the device’s detection limit of $[V^-] \sim 100$ ppb, which does not increase in intensity with irradiation dose. We thus determine the vacancies production rate by correlating $[V^0]$ measured by UV-vis against the reported irradiation dose.

Figure E.1.2 shows the measured $[V^0]$ in ppm in six witness samples irradiated with four doses ranging from $10^{17}$ e$^-$/cm$^2$ to $3 \times 10^{18}$ e$^-$/cm$^2$ at 1 MeV. At the highest dose we observe the vacancy concentration has rolled over, whereas the three lower doses exhibit a linear scaling of produced vacancy concentration. Based on the five samples measured at the three lower doses, we extract a $V^0$ creation rate of $0.30 \pm 0.05$ cm$^{-1}$. This calibration allows us to select irradiation doses to produce vacancy concentrations roughly matched to the nitrogen concentration in samples for ensemble-NV$^-$ magnetometry (see Section 7.4.1). However, substantial variation in vacancy creation rate is reported in the literature (see Section 7.4.2), emphasizing the need for more systematic studies to improve accuracy of this and other calibration methods.
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Figure E.1.2: Neutral monovacancy ($V^0$) concentration versus irradiation dose at 1 MeV, measured by UV-vis spectrophotometry. Red line depicts linear fit to data, with creation rate $0.30 \pm 0.05 \, \text{cm}^{-1}$, where the measurement at $3 \times 10^{18} \, \text{e}^-/\text{cm}^2$ is excluded from the fit.
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