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Correlated electron microscopy and cathodoluminescence (CL) imaging using functionalized nanoparticles is a promising nanoscale probe of biological structure and function. Nanodiamonds (NDs) that contain CL-emitting color centers are particularly well suited for such applications. The intensity of CL emission from NDs is determined by a combination of factors, including particle size, density of color centers, efficiency of energy deposition by electrons passing through the particle, and conversion efficiency from deposited energy to CL emission. This paper reports experiments and numerical simulations that investigate the relative importance of each of these factors in determining CL emission intensity from NDs containing nitrogen-vacancy (NV) color centers. In particular, it is found that CL can be detected from NV-doped NDs with dimensions as small as \( \approx 40 \) nm, although CL emission decreases significantly for smaller NDs.

1. Introduction

The realization of structural imaging with suboptical resolution in conjunction with nanoscale localization of molecular labels in the same field of view is an important challenge in electron microscopy (EM), with great potential impact in both the life and physical sciences. In recent years, various approaches toward this goal have been pursued, including marking distinct epitopes with (i) different sizes or shapes of nanoparticles (NPs) that provide electron density contrast; (ii) NPs with distinguishable energy-dispersive X-ray contrast; and (iii) NPs with visible wavelength (color)-distinguishable cathodoluminescence (CL) contrast. Among these methods, NP CL is the newest and perhaps the most promising, given its high detection sensitivity and the unambiguous spectral separability of such labels.

Cathodoluminescence is the light emitted during relaxation of electronic excitations in a solid, generated by interaction with an electron beam. CL emission at visible wavelengths (photon energies \( \approx 1 \) eV, typically generated using electron beam energies of 100 eV to 300 keV) has been used extensively as a probe of material properties, with a variety of recent applications that include probing plasmonic modes in metallic nanostructures, observing nanoparticles on a polymer film, and measuring light emission by nanoscale semiconductor heterostructures. The wavelength of CL emission is determined by the electronic energy levels excited and can be controlled to some extent in semiconductors and insulators (such as diamond) by doping or implanting color centers or other defects with well-known...
emission spectra into the host crystal. It has been shown[6,15] that multicolor nanoscale molecular localization in EM can be achieved by employing several independent types of defect-containing NPs as markers, with each NP type producing spectrally distinct CL and capable of being conjugated to ligands with high affinity for a specific molecular target.

The nitrogen-vacancy (NV) color center[16,17] in diamond[18,19] is of particular interest for applications in correlative CL and EM imaging, emitting primarily in the red ($\lambda \approx 575$–750 nm) region of the spectrum. The NV center has been widely investigated because of its unique optical and spin properties, and NV centers in nanodiamonds (NDs) have been employed in diverse optical imaging applications, such as super-resolution imaging by stimulated-emission depletion,[20] long-term in vivo tracking of transplanted stem cells,[21] and local intracellular temperature monitoring.[22] The well-described optical properties of the NV center in NDs make it an ideal system for detailed study of the CL emission in NPs.

For molecular localization applications in EM, markers should be both small, for high spatial resolution and efficient staining in tissue, and bright, for rapid and reliable imaging. In the present work, we investigate the dependence of NV-ND CL emission intensity on a variety of parameters, including e-beam energy and intensity, ND size, and NV density. We present an empirical model describing how these parameters influence CL intensity, and perform a series of correlated CL, SEM, PL, and atomic force microscope (AFM) measurements to characterize each parameter, with the goal of estimating the minimum size of particles that can be used to generate detectable CL signals. In particular, we study the scaling of CL intensity with ND size, and conclude that surface effects (i.e., increased rates of carrier recombination at the surface, or quenching of NV fluorescence due to interaction with localized surface states) are not an important factor limiting CL intensity emitted from NDs of size $d > 50$ nm. We observe detectable signals from particles as small as $d = 40$ nm, limited primarily by the signal-to-noise ratio of our CL imaging setup.

2. Parameters Determining CL Intensity

We first introduce a phenomenological expression for the dependence of emitted CL intensity on electron beam parameters and the size of the probed ND. Electrons impinging on the diamond have an energy-dependent cross section for inelastic interactions with the crystal, resulting in a finite energy deposition efficiency (defined as the ratio of total energy deposited to initial kinetic energy of a single incident electron), denoted $\eta(V, d)$. This quantity depends in general on the accelerating voltage $V$, and the particle size $d$ that determines interaction length of the electron passing through the nanocrystal.

Of the energy deposited in the crystal by inelastic scattering of the incident electrons, only a fraction produces electronic excitations in the native NV centers, which then decay radiatively and give rise to detectable CL. This conversion efficiency, here denoted $\xi$, will in general be an average over individual energy conversion efficiencies for each NV center in the particle, which may vary due to details of the local crystal environment such as the density of nearby electron donors (typically substitutional nitrogen defects), surface states, etc. However, the carrier diffusion length[23] in the NDs of interest is comparable to or larger than the particle size (typically 20–200 nm in diameter), precluding spatially resolved electron beam excitation of individual NV centers. We can therefore measure only the integrated CL from the full particle, and must consider the average conversion efficiency $\bar{\xi}$, such that $\xi = N \times \bar{\xi}$, with $N$ the number of NV centers present in the particle. Due to possible saturation effects arising from the finite radiative lifetime of the NV centers, this efficiency can depend on the electron beam current $I$. Furthermore, we conjecture that $\bar{\xi}$ may also depend on the particle size, since smaller particles may have higher rates of carrier recombination at surfaces, resulting in a reduction of the average energy conversion efficiency to CL photons. We parameterize the particle size for this purpose with the linear dimension $d = v_{ND}^{-1/3}$, where $v_{ND}$ is the ND volume measured by SEM and AFM. Taking all of these factors into account, we expect that the total observed CL signal intensity $S_{CL}$, integrated over the area ($A$) and angular acceptance ($\Omega$) of the detection optics, is given by:

$$S_{CL}(V, I, d) = \int s_{CL} dA d\Omega \\ \propto (V \times I) \times \eta(V, d) \times N \times \bar{\xi}(I, d)$$

(1)

Here, the integrated CL intensity has units of power, as does the energy flux of the electron beam ($V \times I$), while the NV number, energy deposition and energy conversion factors are dimensionless. In practice, the electron beam diameter (limited in our experiments to $\approx 4$ nm by diffraction in the best case, and more typically to $\approx 20$ nm due to defocus and/or sample charging) is much smaller than the NDs, such that the CL image of each particle is distributed over many detection pixels. (Pixel size is determined by electron beam raster parameters, and is chosen to match the electron beam diameter.) In the experiments that follow, we consider only the peak CL intensity, which generally occurs as the beam passes over the center of each ND. Using correlated CL, SEM, PL, and AFM imaging, we calibrate the dependence of $S_{CL}$ on $V$, $N$, and $\eta$, and thereby measure $\bar{\xi}$ as a function of $d$.

3. Characterization of Nanodiamond Shape and Size

We began by measuring the size distribution and morphology of the NDs under investigation. For the purpose of this study, we looked at He$^+$-irradiated, type Ib NDs, which contain the highest NV concentration of any commercially available sample currently known to us (see the Experimental Section for details). Preliminary analysis by dynamic light scattering in aqueous suspension indicated a mean hydrodynamic diameter of 82 nm, with standard deviation 22 nm. We then prepared a sample of NV-containing NDs on a silicon...
wafer and imaged 20 fields of view in both AFM and SEM (Figure 1a). (Also see Figure S1 of the Supporting Information for a complete set of correlated microscopy data for one field of view.) Measurements were made for a total sample size \( n = 257 \) particles. The transverse dimensions, \( w_x \), and \( w_y \), of each particle were obtained from the secondary electron SEM images, while particle heights \( h \) were extracted from the AFM measurements. The NDs tended to be ellipsoidal or plate-like, with the shortest dimension \( h \) perpendicular to the substrate surface (Figure 1b,c). Unless otherwise indicated, we used the average dimension \( d = (w_x \times w_y \times h)^{1/3} \) to parameterize ND size for all further measurements, because (i) this was the most appropriate value to describe achievable CL labeling resolution, and (ii) it was most relevant for estimating the number of NV centers per particle, assuming constant NV density. We note, however, that we repeatedly imaged a subset of NDs from our sample on a tilted stage, illustrating the plate-like morphology of the particles. Left panel shows dimensions of NDs in the plane parallel to the silicon wafer (i.e., \( w_x \) and \( w_y \)); right panel shows the same field of view tilted \( 60^\circ \) toward the normal. Scale bar is 100 nm. d) Histogram of particle sizes, \( d \), calculated using both the shortest dimension \( h \) and the geometric average \( \sqrt[3]{(w_x w_y h)} \). We use the latter definition in all subsequent measurements.

Figure 1. Characterization of nanodiamond (ND) size and morphology. a) NDs, dispersed on Si wafers, were imaged using correlated secondary electron imaging (SE, left panel) and atomic force microscopy (AFM, right panel) to determine their transverse \((w_x, w_y)\) and longitudinal \((h)\) dimensions, respectively. SE provides a better estimate of transverse dimensions than AFM due to blurring associated with finite tip radius. SE scale bar is 1 \( \mu \)m. b) ND aspect ratios for all particles \((n=257)\) in our sample. Most particles were found to be plate-like, with aspect ratios \(w_x/h\) between 1.5 and 3. c) Zoomed-in SE images of several NDs from our sample on a tilted stage, illustrating the plate-like morphology of the particles. Left panel shows dimensions of NDs in the plane parallel to the silicon wafer (i.e., \( w_x \) and \( w_y \)); right panel shows the same field of view tilted \( 60^\circ \) toward the normal. Scale bar is 100 nm. d) Histogram of particle sizes, \( d \), calculated using both the shortest dimension \( h \) and the geometric average \( \sqrt[3]{(w_x w_y h)} \). We use the latter definition in all subsequent measurements.

4. Calculated Energy Deposition Efficiency \( \eta(V, d) \) and Comparison to Measured Signal \( S_{\text{CL}}/V \)

We studied the dependence of the deposited energy fraction for incident electrons \( \eta \), on the e-beam accelerating voltage \( V \), and the size, \( d \), of the NDs probed. Because the rate of inelastic energy loss decreases with electron energy \((dE/dz \sim E^{-2/3})\) in the model of Kanaya and Okayama,\(^2^{24}\) we expected that highly energetic incident electrons should pass ballistically through the NDs with minimal energy loss, whereas extremely low energy electrons should be completely stopped. Thus, for efficient generation of CL emission in particles of a given size, some intermediate electron energy corresponding to a stopping range close to the particle size should be optimal. This prediction was supported by preliminary numerical calculations made using the CASINO software package\(^{17,26}\) (Figure S2, Supporting Information).

To observe \( \eta(V, d) \) experimentally, we repeatedly imaged a subset of NDs in CL, while varying the electron accelerating voltage \( V \) (Figure 2a). The goal of this procedure was to provide empirical support for our numerical model of \( \eta \), to justify its use for normalizing CL intensities (and thereby isolating \( \xi \)) in later experiments. The comparison between experiment and model was carried out under the assumption that the efficiency of conversion from deposited energy to CL intensity \( \xi \) remained constant during the measurement for any given particle, as \( V \) was varied. The \( V \)-dependence of the deposition efficiency \( \eta \) for that particle could thus be determined from the observed CL intensity \( \xi \) since, from Equation (1), \( \eta(V, d) \propto S_{\text{CL}}/V \) when \( I, N, \) and \( \xi \) are held constant.

All CL images were obtained with an e-beam current of 1 nA, well above the observed saturation current (defined as the current at which observed CL rate reaches half of its large-current asymptotic value) for NDs in the size range of interest (Figure S3, Supporting Information). Because we could measure only \( S_{\text{CL}} vs V \), while \( \xi \) was unknown for any particular particle, the deposition efficiency \( \eta \) was determined only to within a constant for each ND. (The conversion efficiency \( \xi \) might vary considerably between NDs, depending on the relative number of NVs and other carrier recombination sites, and possibly also the ND size. We had no a priori model for the dependence of \( \xi \) on other ND parameters.) To enable
As expected, the voltage-corrected CL signal $S_{\text{CL}}/V$ took on a maximum value at an accelerating voltage on the order of a few keV, which was repeatable for particles of a given size $d$, and increased with increasing $d$. CASINO simulations of energy deposition efficiency were carried out using model NDs with prolate ellipsoidal geometry, $w_x = w_y \equiv w \geq h$, for $w$ the diameter in the transverse dimensions and $h$ the axial height. The simulations showed similar behavior of $S_{\text{CL}}/V$ as a function of voltage, although the measured $S_{\text{CL}}/V$ dropped off faster at low $V$ than predicted by the model. This discrepancy was likely due to increased surface recombination of carriers generated by low-energy electrons that were stopped immediately upon entering the crystal; thus, at low $V$, the assumption that $\xi$ is independent of $V$ may not be strictly correct. Nevertheless, for ND sizes in the range of 20–200 nm (typical of our main ND sample) and $V > 2$ keV, the model matches the data well enough to justify its use for estimating $\eta(V, d)$. We also calculated the deposition efficiency $\eta(V = 5$ keV, $d)$ as a function of particle size $d$ and aspect ratio $h/w$, where the model particles were again taken to be prolate ellipsoids, and $d = (w_x 	imes w_y \times h)^{1/3}$ (Figure 2b). It was clear from this calculation that, for NDs in the size range of interest, $\eta$ can vary significantly as a function of the ND aspect ratio. We therefore used the prolate ellipsoidal model (rather than simple spherical NDs with diameter $d$) in CASINO calculations to correct for the effect of $\eta$ in all subsequent CL measurements.

5. Number of NVs per Particle $N$

To estimate the number of NV centers present in each ND, we made quantitative PL measurements with a home-built confocal microscope. We first calibrated the system using a separate sample of NDs (mean size ~30 nm) with low NV density (nominally 1–3 NVs/ND), to determine the expected mean photon count rate for a single NV center. We scanned a circularly polarized excitation beam at 532 nm with intensity slightly above saturation (~100 kW cm$^{-2}$) over the sample, split the detected fluorescence into two equal channels, and measured correlations in photon arrival times to isolate NDs containing only a single NV (Figure 3a). Interference filters in the detection path were chosen to admit PL emission from NVs in the neutral (NV$^0$) and negative (NV$^-$) charge states, since both produce CL under electron beam excitation. For NDs containing a single emitter, we could distinguish NV charge states by the presence or absence of a bunching shoulder in the $g^2$ data associated with shelving in the NV$^+$ electronic dark state. However, no correlation was found between the charge state determined by this method and the measured PL count rate, so all NDs containing single emitters were counted together as part of a single distribution (Figure 3b). Over the full sample NDs probed that contained single NV centers ($n = 23$), the mean photon count rate was ~37 kilocounts per second (kcps), and the standard deviation was 10 kcps. We attribute the large width of this distribution to a combination of possible systematic factors including: (i) variability in the projection of the laser polarization onto the NV electric
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Figure 3. Photoluminescence (PL) counting of NV centers. a) Characteristic second-order autocorrelation time trace $g^{(2)}(0)$ used to identify NDs containing a single photon emitter (solid blue dots NV$^-$, open blue dots NV$^0$, and red dashed lines fits to experimental data). NDs containing $>1$ emitter would show nonzero fluorescence at zero delay. b) PL intensity calibration of our confocal microscope carried out using only NDs containing single NV centers. The excitation beam was circularly polarized, with wavelength 532 nm, and intensity $\approx 100 \text{ kW cm}^{-2}$. The distribution of observed count rates per NV was assembled from $n = 23$ observations of single-emitter NDs, and has mean $(S_{\text{PL, cal}}) = 37 \text{ kcps}$ and standard deviation $\sigma_{\text{PL, cal}} = 10 \text{ kcps}$. The number of NVs in a brighter ND can be estimated as $N_{\text{NV}} = S_{\text{PL}}/(S_{\text{PL, cal}})$ with instrumental uncertainty $\sigma_{\text{inst}} = 10/37 N_{\text{NV}}$. c) Density of NV centers for each ND in our main sample ($n = 257$), obtained by dividing measured NV number (using calibrated PL) by ND volume (from AFM and SEI images). Blue points show raw data for each ND, red circles are binned averages. Error bars are the quadrature sum of the instrumental uncertainty and the statistical standard error in the mean of each bin, $\sigma_{\text{inst}} = (\sigma_{x, \text{inst}}^2 + \sigma_{\text{stat}}^2)^{1/2}$, where $n$, is the number of data points, averaged in the $j$th bin. Data are consistent with a constant average NV density of $(2.3 \pm 0.2 \text{ S.D.}) \times 10^{-4} \text{ nm}^{-3}$ for NDs in the size range $d \geq 100 \text{ nm}$, indicated by the dashed red line. This density falls off rapidly for smaller NDs, possibly due to decreased efficiency of NV formation.

We obtained CL images of the same NDs, colocalized with the AFM and PL fields of view described above, to study the efficiency of conversion from deposited e-beam energy to detectable CL. The CL data were collected with an e-beam current $I = 1 \text{ nA}$, at constant accelerating voltage $V = 5 \text{ kV}$. Analysis of the CL images reveals that, for NDs with nonzero PL signals, the fraction that produce observable CL decreased with particle size for $d < 100 \text{ nm}$ (Figure 4a, inset). The smallest NDs detectable by CL in our system were in the range of 30–40 nm, although only about 10% of the particles in this size range could be distinguished from the noise floor at the $5\sigma$ level.

To inform future applications in correlative CL imaging, we wished to determine whether this limited detection rate for small NDs known to contain one or more NV emitters was due to (i) the low CL brightness per NV making it difficult to distinguish from background the signal from NDs containing only a few NVs, or (ii) some additional size-dependent effect such as CL quenching or surface carrier recombination in small NDs suppressing CL emission per NV below the level observed in larger NDs. Therefore, by direct comparison with PL images, we measured the CL signal intensity as a function of the number of NV emitters in each ND (Figure 4a). We found that the dependence was linear down to the noise floor of the CL images, which became dominant.
at a CL intensity corresponding to ~20 NV centers. CL emission by the Si wafer set the background level, approximately an order of magnitude larger than the detector dark count rate. Because tissue embedded in resin for EM imaging (and likely most other biological or material samples of interest) produce CL emission rates comparable to or greater than the Si wafer,[21] our results suggest that a relatively high density of NV centers is required for ND-based correlative imaging with sub-50 nm spatial resolution under the present imaging conditions.

Finally, to investigate the average energy conversion efficiency $\eta$ and test for intrinsic ND size-dependence beyond the number of NV centers per particle, we calculated the energy deposition efficiency $\eta$ for each ND in our sample. Particle dimensions from the AFM images were used as inputs to CASINO to numerically calculate $\eta$ for each ND. Dividing $S_{CL}$ for each particle by $N$ and the calculated $\eta$ yields a corrected CL signal, proportional to $\xi$, which we show as a function of particle size (Figure 4b). We included only NDs with CL brightness distinguishable from background for this analysis. For this subpopulation ($n = 195$) of NDs, we found no evidence of decreasing average energy conversion efficiency $\xi$ at the smallest $d$ for which we could detect CL. Thus, CL quenching and surface carrier recombination are not likely to be limiting factors for correlative CL imaging using currently available NDs.

Contrary to expectation, however, we observed a rapid decrease in energy conversion efficiency $\xi$ (going approximately as $d^{-3}$) for NDs larger than ≈100 nm. We attributed the decrease in $\xi$ for the largest NDs to short carrier diffusion lengths, known to be associated with high N impurity concentration. This effectively limited the instantaneous volume over which NV centers could be excited by the SEM beam at any given scan position. To test this hypothesis, we made electron paramagnetic resonance (EPR) measurements (Figure S5, Supporting Information) on macroscopic ensembles of the NDs used in this work. These measurements indicated a N concentration on the order of 200 ppm, which should limit the carrier diffusion length to much less than $L_D < 500$ nm.[23]

Figure 4. Effect of ND size and NV number on CL intensity. a) Measured CL signal as a function of number of NV centers (determined by PL intensity) for each ND sampled. Blue points show CL signal for all NDs; red circles are averages binned by NV number. The observed dependence is linear. (Solid red line shows a fit of the form $S_{CL} = c_1 N_{NV} + c_2$, with slope $c_1 = (1.09 \pm 0.03$ S.D.) kcps/NV center.) The smallest number of NV centers detectable is on the order of 10–20, before background noise (red dotted line) becomes dominant. This suggests that NV density will also determine the size limit for CL detection. Inset shows fraction of NV-containing NDs (i.e., with detectable PL signal) that also had detectable CL (at least 5σ above background noise) as a function of ND size. b) ND size-dependence of CL signal per NV center, normalized by calculated $\eta$ to account for size-dependence of energy deposited by the electron beam. The data show no evidence of decreasing CL emission per NV due to surface effects at the smallest measured ND sizes, $d \leq 80$ nm. For large NDs in the size range $d \geq 100$ nm, the CL rate per NV varies approximately as $d^{-3}$. (Solid red line shows a fit of the form $S_{CL}/N_{NV}/\eta = c_1 (V_{ND})^{-3}$, with $c_1 = (7.1 \pm 0.4$ S.D.) $\times 10^6$ kcps nm$^{-3}$.) We attribute this to finite carrier diffusion lengths due to high N impurity concentrations, which prevent electron–hole pairs from recombining at NV centers distant from the electron beam.

7. Size Dependence of Nanodiamond CL Spectra

For applications in multicolor correlative microscopy, spectral distinguishability is another important factor in the selection of suitable nanoparticle labels. We therefore collected CL spectra from individual, NV-containing NDs of varying sizes (Figure 5a). The NDs selected for CL spectroscopy were obtained from the same source as the primary ($n = 257$) ND sample used in this work. Due to finite photon collection efficiency and limited averaging time resulting from accumulated surface contamination, we only obtained spectra for NDs of size $w > 100$ nm. ND size was parameterized for the CL spectral study by the largest transverse dimension, $w$, since the substrates used for these measurements prevented acquisition of correlated AFM data. We observed that for decreasing ND size, the
reduction in red CL emission due to decreased NV number was accompanied by a higher fraction of CL emitted in the blue, likely associated with so-called A-band defects.\textsuperscript{[34–36]} Interestingly, the absolute intensity of blue CL emission also increased in the smaller particles, from which we infer a much higher density of the physical defects such as dislocations and twinning that are associated with A-band CL in these smaller particles (Figure 5b). (Here we integrated the red CL signal over wavelengths from 550 to 750 nm, to include emission by NV\textsuperscript{−}, NV\textsuperscript{0}, as well as their phonon sidebands. The blue CL signal was integrated from 300 to 470 nm, and appears to be dominated by A-band emission.) These observations do not pose a fundamental problem for multicolor correlative imaging, since blue CL-emitting nanoparticle labels have been demonstrated with nearly zero emission in the red, thus allowing a very low threshold in the red channel to be used to distinguish between the two species.\textsuperscript{[6]} Nevertheless, it may be important to consider the spectral purity of CL emission by NV-containing NDs when attempting to construct new sets of orthogonal labels.

\section*{8. Conclusion}

A thorough study of the CL emission properties of NDs containing a high concentration of NV color centers for use in correlative microscopy was conducted. Because minimizing the size of the ND labels is crucial for practical applications, we attempted to isolate the mechanisms by which particle size affects CL brightness. We first carried out correlated AFM and CL imaging on a small sample of NDs, varying the electron acceleration voltage and particle size, and compared these measurements with numerical calculations made using the CASINO software to calibrate the fraction of energy deposited by incident electrons. We then performed correlated AFM, PL, and CL imaging on a larger sample which, in conjunction with the calibrated CASINO calculations, allowed us to extract the number of NV centers per ND and the efficiency of conversion from deposited electron energy to CL emission for each ND. We found that this conversion efficiency increases rapidly with decreasing particle size down to \( \approx 80 \) nm, likely because the short carrier diffusion length in type Ib diamond prevents excitation of all NVs in the larger NDs. We detected CL from NDs as small as \( \approx 40 \) nm, although only the brightest particles in this size range could be seen reliably above the CL background of our substrate. No systematic decrease in conversion efficiency was observed for the smallest detectable particles. (Note that our data do not rule out surface-limited conversion efficiency for even smaller particles; rather, we conclude that the current practical limit on CL detection from small NDs is set by finite NV density and CL background.) Finally, we found that the ratio of A-band (blue emission) to NV (red emission) CL increases dramatically for particles smaller than 100 nm, although this is not an important practical limitation for correlative microscopy with appropriate detection filters and image thresholding.

Given the average NV density observed in this sample, we expect that increased averaging time will allow reliable detection of a high fraction of particles in the \( \approx 30–40 \) nm range. Operation at lower accelerating voltages \( V \) could also be a viable strategy to improve the relative energy deposition efficiency \( \eta \) for small particles while reducing background rates, although care must be taken to avoid resolution degradation due to sample charging in this case. With improvements in ND fabrication, CL imaging of even smaller labels will likely become possible. Furthermore, while the present work has focused on NV centers as a model system with well-quantified bulk PL and CL properties, we have previously identified brighter nanoparticle CL emitters (e.g., NDs optimized for A-band emission or Ce:LuAG nanophosphors),\textsuperscript{[6]} which provide a promising alternative route to very high resolution CL labeling. Taken together, the results...
described here demonstrate that NDs containing NVs and other color centers are a promising marker for use in correla-
tive microscopy.

9. Experimental Section

Nanodiamond Sample Preparation: NDs comprising the pri-
mary sample ($n = 257$ particles) were obtained from Academia
Sinica, Taiwan. The sample consisted of type 1b NDs with mean 
diameter $\approx 100$ nm, and nitrogen concentration $\approx 100$ ppm. The 
suppliers implanted these NDs with 40 keV He$^+$ ions at a dose of 
$1 \times 10^{13}$ ions cm$^{-2}$, then annealed at 450 C for 4 h to promote 
vacancy formation. We suspended the NDs in deionized water, 
diluted to 0.01–0.001 mg mL$^{-1}$, ultrasonicated, and then drop-cast 
onto silicon wafer substrates. The substrates were first prepared 
by inscribing a series of 10 mm grids for coarse image registration, 
using photolithography (Karl Suss MJ 4 Mask Aligner) and reactive 
ion etching (South Bay RIE-2000).

Optical Imaging: A home-built confocal microscope was used 
for PL characterization. ND fluorescence was excited using an 
Nd:YAG laser at 532 nm (intensity $\approx 100$ kW cm$^{-2}$) and detected 
with an avalanche photodiode (APD, Perkin Elmer SPCM-AQRH-14).
Two cascaded 532 nm long pass filters (Semrock) before the APD 
blocked excitation light while admitting NV emission (for both 
neutral and negative charge state). The same excitation intensity 
and detection path were used for all PL measurements, including 
(i) the calibration of single-ND fluorescence count rates, and (ii) all 
subsequent measurements of NV number per ND. For measure-
ments of photon statistics to identify single NV emitters, the 
single APD at the end of the detection path was replaced with a 
time correlated single photon counting module (Picolight Picoharp 300). 
Autocorrelation time traces were fit according to the function 
g$^{(2)}(t)=1-(1+a)e^{-\tau_{r}/\tau_{r}}+ae^{-\tau_{r}/\tau_{r}}$.

Secondary Electron Imaging and CL Imaging: CL properties 
were investigated using a field emission SEM (JEOL JSM-7001F) 
ofitted with a spectrally-selective CL detection system.$^6$ 
Secondary electron images were used to determine particle lateral 
dimensions. An accelerating voltage of 5 keV was used in most 
experiments, unless otherwise specified. The resolved CL spectra 
shown in Figure 5a were obtained by feeding CL emission via 
multimode optical fiber to a grating spectrometer (Princeton Instru-
ments SP2358), with another multimode fiber after the output slit 
feeding the light to a Perkin-Elmer APD for detection. For CL spec-
troscopy measurements, the sample NDs were placed on transmis-
sion electron microscope (TEM) grid substrates (Ted Pella) instead 
of silicon wafers, to minimize background CL emission.

Atomic Force Microscopy: An Asylum MFP-3D was used to 
measure the height of each ND in the direction normal to the sub-
strate surface. An Olympus AC240TS AFM probe provided relatively 
high hardness and low lever spring constant, such that wear could 
be minimized during measurements.

Image Colocalization: By using the fabricated silicon wafers 
with series of 10 mm grids, the same position for PL, CL, SEI, and 
AFM imaging modalities (as shown in Figure S2, Supporting Infor-
mation) was able to be located. Data were collected from correlated 
images of a total of 20 independent 10 µm $\times$ 10 µm fields of view. 
Custom Matlab software was used to carry out image colocaliza-
tion, and 2D Gaussian fitting was performed to extract particle 
dimensions, as well as peak PL and CL signal intensities.

CASINO Simulation: The CASINO (monte Carlo Simulation of 
electronN trajectory in sOlids) software package$^{25,26}$ was used for 
modeling electron–sample interactions in the scanning electron 
microscope. Complete electron trajectories were simulated in the 
sample, allowing modeling of secondary electrons, backscattered 
electrons, absorbed energy, CL emission, X-ray emissions, and 
other relevant phenomena. In this work, absorbed/deposited 
energy information was extracted from the simulation. Each 
calculation was carried out with 5 $\times$ 10$^6$ simulated incident electron 
events, using a 5 nm diameter electron beam centered on an ellip-
soidal model ND. The simulated accelerating voltage was 5 kV, 
unless otherwise specified.

Nitrogen Concentration Measurements: To determine ND 
nitrogen impurity concentrations, EPR measurements (Bruker 
ElexSys E500 EPR) on a 50 µL sample of NDs, with concentra-
tion 1 mg mL$^{-1}$ were performed. NDs were dispersed in water 
and then transferred into a quartz EPR sample tube (2 mm thin wall, 
100 mm long, Wilmad Glass Co INC, 704-PQ-100M). $^{(2,2,6,6}$-Tetra-
methylpiperidin-1-yl)oxyl (20 $\times$ 10$^{-6}$ M) was used as calibration 
standard to estimate nitrogen concentration. This measurement 
indicated an average N density of $\approx 230$ ppm for the ND sample, 
which is consistent with values reported in the literature for NDs 
with moderately high paramagnetic nitrogen content.$^{[38]}

Supporting Information

Supporting Information is available from the Wiley Online Library 
or from the author.
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